A method for model-reduction of non-linear thermal dynamics of multi-zone buildings
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ABSTRACT

We propose a method for reducing the order of dynamic models of temperature and humidity in multi-zone buildings. Low-order models of building thermal dynamics are useful for model-based HVAC control techniques, especially to computationally intensive ones such as Model Predictive Control (MPC). Even a lumped parameter model for a multi-zone building, which is a set of non-linear coupled ordinary differential equations, can have large state-space dimension. Model reduction techniques are useful to simplify such models. Although there are a number of well-developed techniques for model reduction of linear systems, techniques available for non-linear systems are limited. The method we propose exploits the linear portion of the model to compute a transformation (by using balanced realization) and a specific sparsity pattern of the non-linear portion that building thermal models possess to obtain the reduced order model. Simulations show that the prediction of the zone temperatures and humidity ratios by the reduced model is quite close to that from the full-scale model, even when substantial reduction of model order is specified that reduces computation time by a factor of six or more.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Buildings are one of the primary consumers of energy worldwide, and particularly in the United States. Inefficiency in the building technologies, particularly in operating the HVAC (heating, ventilation and air conditioning) systems cause a significant fraction of energy consumed by building to be wasted. Part of the reason is that HVAC systems are operated on a pre-designed schedule of zone-wise temperature set points that zonal PID (proportional integral derivative) controllers try to maintain. To improve energy efficiency, there is a growing interest in developing techniques that compute control signals that minimize building-wide energy consumption [1–5]. Such control techniques require a model of the transient thermal dynamics of the building that relates the control signals to the space temperature and humidity of each zone. 1

A model of the transient thermal dynamics of a multi-zone building can be constructed from energy and mass balance equations. An attempt to model all the relevant physical phenomena will lead to a set of coupled partial differential equations. Prediction using such a model is computationally demanding due to the complexity of the model. However, an important requirement of a dynamic model for use in real-time control is simplicity, since overly complex models with large state spaces will render them too slow for prediction in real-time. Therefore, one has to use simplified, i.e., reduced order, models. In such a model, the air in a zone is assumed to be well-mixed so that each zone is characterized by a single temperature. Resistor–capacitor (RC) networks are commonly used for constructing a reduced order model of the transient heat flow through a solid surface, such as a wall [6,7].

Note 1. In this paper we use “humidity ratio” to measure humidity, which is the ratio of mass of water vapor to the mass of dry air.
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which are explained in detail in the next section. If lumped parameter models of inter-zone convective heat transfer are available, they can be included in the full-scale model as well. Some preliminary work on modeling inter-zone convection with the help of RC networks is reported in [10].

The states of the full-scale model consist of not only zone temperatures and humidities but also temperatures of “nodes” that are internal to walls, ceiling and floors, which arise due to the RC network models of these surfaces. Even though the full-scale model itself is a simplified, lumped-parameter model, it suffers from large state space dimension even for a moderate number of zones. For instance, a 4-zone building model may have a state-space dimension of 40 or more, and a building with 100 zones may have a state-space dimension of a thousand. Thus, such a model is not suitable for a model-based control technique, especially ones such as MPC (Model Predictive Control) that requires on-line optimization based on model prediction.

In this paper, we propose a method for reducing the order of a full-scale model of the thermal dynamics of a multi-zone building. In model reduction, one seeks to maintain the accuracy of the prediction of outputs from inputs while reducing the number of states. We choose outputs as space temperatures and humidities of the zones. The inputs are outside temperature and humidity, heat gains from occupants and solar radiation, and supply air flow rates and supply air temperatures.

The full-scale model is a set of non-linear coupled ODEs (ordinary differential equations) that are obtained by mass and energy balance. There are a number of well-developed techniques for model reduction of linear systems; see [11] for a review. However, model reduction of non-linear systems is a less developed area. Some work has been done on model reduction of bilinear systems [12–15]. Since the full-scale model we consider is not bilinear, these methods are not applicable. Other notable work on non-linear model reduction includes the energy-function based method of [16], the empirical Gramian based method of [17], and its extension in [18] to systems with non-zero steady impulse response. The proposed method avoids the computational difficulties in obtaining the energy function that is required by the method of [16]. Though the method proposed in [17] is quite general since it does not require any specific structure of the full-scale model, it requires collecting extensive and sufficiently rich simulation data to construct the so-called empirical Gramians. In addition, being developed for a fully general non-linear model, this method is unable to take advantage of any specific structure that a particular system may possess. The interested reader is referred to [18] for a review – as well as a comparison of merits and weaknesses – of existing non-linear model reduction techniques.

In the method proposed here, we exploit a specific structure of the model that is unique to multi-zone building thermal dynamics and existing model reduction techniques for LTI systems to reduce the model order. The non-linear full-scale model is a combination of a LTI (linear-time-invariant) component and a non-linear component. The LTI component comes from the RC network models of conduction through solid surfaces of the building, such as walls, windows, floors and ceilings, while the non-linear part is due to the enthalpy exchange between a zone and ventilation air. Since ventilation air does not directly affect the internal temperature of the walls, the non-linear terms on the right hand side of the ODE \( \dot{x} = f(x, v) \) only appear in a small number of states, the dynamics of the other states appear linearly. The proposed method exploits this sparsity of the non-linear terms: first a coordinate transformation is computed in such a way that the linear part of the model is balanced, i.e., its controllability and observability Gramians are equal and diagonal. Then the same transformation is applied to the non-linear part as well. Since the nonlinear portion has a sparse pattern, it is possible to truncate the states of full scale model. The proposed method is therefore uniquely suited to order reduction of building thermal dynamics, or to any coupled ODE model that has the aforementioned sparsity structure. In contrast, the model reduction methods for non-linear systems mentioned above – even if they are applicable to building thermal dynamics – do not take advantage of the special structure of the thermal dynamics. Although here we use balanced realization to compute the transformation, other methods of linear model reduction that lead to a state transformation of the LTI part, such as [19], may be used as well. The number of outputs in the full-scale model is 2N for a N-zone building (temperatures and humidities of the N zones). Therefore the state dimension of the reduced model, though user-specified, has a minimum possible value of 2N.

The proposed model reduction method is applicable to a building as long as the full-scale model is applicable. Since the full-scale model is based on mass and energy balance at each zone due to conduction through walls and enthalpy exchange due to ventilation, we expect that the thermal dynamics of most commercial and residential buildings can be modeled this way, in particular, those employing CAV (constant air volume) or VAV (variable air volume) systems.

Simulation results show that the space temperature and humidity ratio prediction by the reduced model is quite close to the prediction by the full scale model. Furthermore, reducing model order can reduce the computation time significantly. When the model order is reduced from 40 states to 14 states, the rms error in the temperature predictions are seen to be 0.5°C over a period of 24 h, with the maximum error of 2.9°C. The maximum error appears during initial transients. The rms and maximum error in the humidity ratio predictions are \( 1.4 \times 10^{-4} \) and \( 16 \times 10^{-4} \), respectively.
which are 1.6% and 18% of the predictions by the full-scale model, respectively. The maximum error only occurs in the first 20 min; after that the error is around 1%. It is known that reducing model order increases the error in predictions. When the same model is reduced to an 8th order model, its minimum possible state dimension, the rms and peak error in the temperature predictions increase to 2°C and 9.7°C. However, errors in the humidity ratio predictions are same as when the model order is reduced to 14. Again, the large maximum errors occur in the initial transients. The computation time is reduced by a factor of 6. Since the focus of the paper is model reduction and not model construction/calibration, we only compare the predictions of the reduced-order model to that of a full-scale model, not with measured data.

The rest of the paper is organized as follows. Section 2 describes briefly the non-linear model of building thermal dynamics. The proposed method for order reduction of this model is described in Section 3. Results from numerical simulations are presented in Section 4.

2. Full-scale model of building thermal dynamics

Before getting to model reduction, we first describe the full-scale model including its inputs, outputs and state variables, and the assumptions involved in constructing it. Although a number of papers on thermal modeling of buildings exist, quite a few of them are limited to single zones [20–22] or a very small number of zones [23]. The papers [4,5,24] model conduction between multiple zones, but do not model the non-linear effects of humidity on the temperature response. The paper by Wang [25] presents a full-scale non-linear model of multi-zone buildings with an arbitrary number of zones with a model of inter-zone convection based on temperature difference. However, Wang also does not take into account the non-linear effect of moist air on temperature, and moreover uses a 1R1C model for conduction among zones. It has been shown that 1R1C – or even 2R1C – models are less accurate than 3R2C models in predicting temperature response, and that 3R2C models represent the best compromise between prediction accuracy and model complexity [6]. Use of 3R2C models instead of 1R1C models increases the model order by a factor of two, creating a greater need for model reduction.

A schematic of a building with four zones and its associated HVAC system is shown in Fig. 1. To predict zone temperatures and humidities, the full-scale model takes the following variables as external inputs: (i) characteristics of the supply air (flow rate, temperature and humidity) into each zone, (ii) thermal heat gain due to occupants (body heat, heat released by equipments and lights) of each zone, (iii) thermal heat gain of each zone due to solar radiation, and (iv) outside temperature. Note that some of the inputs, namely, characteristics of the supply air, depend on the commands to the air handling unit (AHU), such as fan speed, and chilled water flow rate. In this paper, we ignore the “upstream” side of the dynamics that includes the AHU, and concentrate on modeling the “downstream” side (see Fig. 1). The reason for ignoring the upstream side, which includes the AHU dynamics, is twofold. First, the size of the downstream model increases fast with the number of zones, but the size of the upstream model increases only with the number of AHUs. Even for a large building the number of AHUs is typically small. For instance, a 66-zone building at the University of Florida campus has 3 AHUs. Thus, the downstream model requires model reduction techniques much more than the upstream model. Second, the AHU has the fastest dynamics in the HVAC system, with a time constant of about a minute [26], whereas the thermal dynamics of the zones are much slower with time constants in the order of minutes [20] to hours [7]. As a result, it may be possible to replace the dynamics of the AHUs and ducts by static gains without losing too much accuracy.

In the full-scale lumped parameter model the air in each zone (which can be a room, several rooms, or a partitioned space in a room) is assumed to be well mixed, so that there is one temperature and humidity value associated with each zone. The variables of interest that the model is required to predict are $T_1, \ldots, T_N$ and $W_1, \ldots, W_N$. The humidity ratio of a volume of moist air is defined as the ratio of the mass of water present in the air to the mass of dry air. The vector $v$ of input signals to the building thermal dynamics, which consists of flow rate, temperature and humidity of supply air, outside temperature, heat gain due to the occupants, lightning and solar radiation is defined below ($i = 1, \ldots, N$).

$$v = [m_1, m_N, W_1, \ldots, W_N, T_1, \ldots, T_N, Q_p, \ldots, Q_p, Q_i, \ldots, Q_i],$$

(1)

Often $T_l = T_{\text{ supply}}$ and $W_l = W_{\text{ supply}}$ for all $i$. As discussed in Section 1, only conductive heat transfer among zones, and heat exchange due to supply and return air, is considered in the model. Inter-zone convection is ignored. We use 3R2C circuits to model conduction, where a solid surface separating two volumes of air is modeled by a network of three resistors and two capacitors [6,7]. Each zone also has an associated capacitance that models the heat capacity of the air in the zone as well as that of the furniture, etc., in it.

Consider the example shown in Fig. 2: zone $i$ is separated by walls to zone $j, k, l$, and the outside, which is denoted by $o$. For ease of description we do not include the floor and the ceiling in this example. Recall that the parameter $C_i$ is the capacitance of zone $i$ and $R_{i,o}, R_{i,j}, R_{i,k}, R_{i,l}$ and $C_{i,o}, C_{i,j}, C_{i,k}, C_{i,l}$ are the resistances and capacitances, respectively, corresponding to the 3R2C model of the wall separating zone $i$ from the zone $o$. When each wall is modeled as a 3R2C network, the dynamics of $T_i$, the temperature of zone $i$, becomes
The term $\Delta H_i$ is the net gained by the zone due to supply and extracted air, which will be described in more detail soon. The dynamic equations for the variables $T_{i,o}$, $n_{i,o}$, which are the temperatures of the “internal” nodes of the wall separating $i$ and $o$, are:

$$C_{i,o} \dot{T}_{i,o} = -\left[ \frac{1}{R_{i,o}} + \frac{1}{R_{i,j}} + \frac{1}{R_{i,k}} \right] T_{i,j} + \frac{T_{i,k} + Q_{i}^T + \Delta H_i}{R_{i,o}} \tag{2}$$

The values of the three resistances and two capacitances for a wall can be computed from the material properties and geometry of the wall, which determines its total resistance and capacitance, and then applying the formulas specified by Gouda et al. [6] that splits the total capacitance into two capacitances and the total resistance into three resistances. Windows are modeled as single resistors since they have negligible capacitance as compared to the walls.

The term $\Delta H_i$ in (2) due to the enthalpy of the supply and extract air is

$$\Delta H_i = m_i^h h_i^h (T_i^h, W_i^h) - m_i^o h_i^o (T_i, W_i), \quad i = 1, 2, \ldots, N. \tag{4}$$

For the sake of simplicity we ignore infiltration; it can be included if desired in (4). The enthalpies $h_i^h$ in (4) can be computed from psychrometric equations [9] as

$$h_i^h = C_p T_i + W_i \left(h_{we} + C_{pwe} T_i \right) \tag{5}$$

$$h_i^o = C_p T_i + W_i \left(h_{we} + C_{pwe} T_i \right) \tag{6}$$

Note that the flow rate of moist air leaving zone $i$ is $m_i^o(t) = m_i^o(t) + n_i^o(t) n_{i,o}$. It is assumed that air leaving the zone has the same temperature and humidity ratio as air present in the zone. The humidity dynamics can be derived from mass balance and gas laws as

$$\frac{dW_i}{dt} = R_{i,o} T_i \left[ \frac{n_i^n h_2 + m_i h_i^h(T_i, W_i)}{1 + m_i h_i^h(T_i, W_i)} \right], \quad i = 1, 2, \ldots, N. \tag{7}$$

Detailed derivation of (7) is included in [***Appendix A. Again, we have neglected exfiltration/infiltration in deriving (7) for the sake of simplicity. The full-scale model of the entire building’s thermal dynamics can now be constructed by collecting Eqs. (2)–(7) for all the zones $i=1, \ldots, N$ as well as Eq. (3) corresponding to the internal “nodes” in the RC networks for all the solid surfaces (walls, windows, floors, ceilings). It is convenient to associate every temperature variable (except the internal air and outside air temperatures) with a unique node. The total number of nodes in the model of a $N$ zone building, which is denoted by $n$, is

$$n = N + N_{int}$$

where $N_{int}$ is the number of nodes that corresponds to the temperatures inside solid surfaces.2 The full-scale model is obtained by

$$C_{i} \dot{\bar{T}}_i = -\left[\frac{1}{R_{i,j}} + \frac{1}{R_{i,k}} + \frac{1}{R_{i,l}} \right] \bar{T}_{i,j} + \frac{\bar{T}_{i,k} + Q_{i}^T + \Delta H_i}{R_{i,l}} \tag{2}$$

collecting the coupled ODEs for node temperatures and humidity ratios, expressed compactly as

$$\bar{\dot{T}} = AT + BU + f(T, W, v), \tag{8}$$

$$\bar{W} = g(T, W, v) \tag{9}$$

where $T = [T_1, \ldots, T_N, \ldots, T_N]^T \in \mathbb{R}^n$ contains the temperatures of the nodes, $U = [U_0, Q_p^p, Q_p^n, Q_l^n, \ldots, Q_l^n]^T$ is a sub-vector of the input vector $v$ as defined in (1), and $\bar{W} = [W_1, W_2, \ldots, W_N]^T$. The entries of the matrices $A \in \mathbb{R}^{n \times n}$ and $B \in \mathbb{R}^{n \times (2n+1)}$ are determined by the resistances and capacitances corresponding to each solid surface, as well as the capacitances of the zones.

We have indexed the nodes so that the first $N$ components of the state vector $T$ correspond to the space temperature of $N$ zones, and the remaining $n-N$ states correspond to the internal node temperatures of the surface elements. As a result, $f$ has a special structure: only its first $N$ entries are potentially non-zero, which correspond to the heat gain in the $N$ zones. The remaining entries of $f$ are zeros. This fact will be useful in the proposed model reduction method, which is presented next.

3. Model reduction method

We start with a brief review of the classical balanced truncation method of model reduction of linear time invariant (LTI) systems; more details can be found in [28–31]. Balanced truncation is used in reducing the order of the full-scale non-linear building thermal model.

3.1. Review of balanced truncation method for LTI system

Consider a stable linear time invariant (LTI) system with a $p \times m$ transfer function $G(s)$, i.e., with $m$ inputs and $p$ outputs. Suppose it has a state-space realization

$$\dot{x} = Ax + Bu, \quad y = Cx + Du \tag{10}$$

where $x \in \mathbb{R}^n$ is the state vector, $u \in \mathbb{R}^m$ is the input vector and $y \in \mathbb{R}^p$ is the output vector. Thus, $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$, $C \in \mathbb{R}^{p \times n}$ and $D \in \mathbb{R}^{p \times m}$. The controllability Gramian $G_c$ and observability Gramian $G_o$ of (10) are defined as

$$G_c(A, B) = \int_0^\infty e^{As} B B^T e^{A^T s} ds, \quad G_o(A, C) = \int_0^\infty e^{A^T s} C^T C e^{As} ds$$

Consider a transformation $x_b = Rx$ which gives us the transformed realization

$$\dot{x}_b = A_b x_b + B_b u, \quad y_b = y = C_b x_b + D u, \tag{11}$$

where $A_b = RAR^{-1}$, $B_b = RB$, and $C_b = CR^{-1}$.

This is called a balanced realization if $R$ is chosen in a way that the controllability and observability Gramians $G_c$ and $G_o$ of (11) are both equal and diagonal:

$$G_c = G_o = \begin{pmatrix} \lambda_1 & 0 & 0 \\ 0 & \ddots & 0 \\ 0 & 0 & \lambda_n \end{pmatrix}$$

where

$$G_c = G_o(A, B, C, D), \quad G_c = G_o(A, B, C)$$

and where $\lambda_1 > \lambda_2 > \ldots > \lambda_n > 0$. Suppose, we want to reduce the full-scale nth order LTI system (10) to a qth order LTI system, with $q < n$. Decompose $A_b$, $B_b$, $C_b$ as

$$A_b = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}, \quad B_b = \begin{bmatrix} B_1^T \\ B_2^T \end{bmatrix}, \quad C_b = \begin{bmatrix} C_1 \\ C_2 \end{bmatrix}$$
where \( A_{11} \in \mathbb{R}^{n-q} \), \( A_{12} \in \mathbb{R}^{n(n-q)} \), \( A_{21} \in \mathbb{R}^{(n-q)(q)} \), and \( A_{22} \in \mathbb{R}^{(n-q)(n-q)} \). Define \( x_q \approx \partial_t (q) \), \( x_{q+1} \in \mathbb{R}^{(n-q)} \), which is a vector in \( \mathbb{R}^n \) consisting of first \( q \) entries of \( x_q \). The system
\[
\dot{x}_q = A_1 x_q + B_1 u, \quad y_q = C_1 x_q + Du
\]
is a reduced model (of order \( q \)) of the full nth order model (10), where states corresponding to the \( n-q \) smallest eigenvalues of \( G_a \) and \( G_b \) are ignored. This method of obtaining a reduced order model of a LTI system is called balanced truncation.

### 3.2. A balanced truncation-like reduction of nonlinear building thermal model

We now describe the proposed model reduction method. The goal is to approximate the non-linear ODEs (8) and (9) by another, smaller set of ODEs with minimal loss of predictive power. We focus on reducing the number of temperature states. Since the humidity ratio state vector \( W \) has one variable for every zone, it is left untouched. Recall that the temperature dynamics of the building thermal model is
\[
\dot{T} = AT + BU + f(T, W, v), \quad (12)
\]
where \( T \in \mathbb{R}^n \) contains the \( n \) temperature states. Due to the way in which the entries of \( T \) are indexed, we can write it as
\[
T = \begin{bmatrix} T_{z1} & T_{z2} & \ldots & T_{zn} \end{bmatrix}^T,
\]
where \( T_{z1} \), \( T_{z2} \), \ldots, \( T_{zn} \) is the vector of zone temperatures and \( n_z \in \mathbb{R}^{n_z} \) is the vector of the temperatures of the nodes internal to walls. Since all but the first \( N \) entries of \( f \) are zeros, it can be decomposed as
\[
f(T, W, v) = \begin{bmatrix} f_{a} & f_{b} \end{bmatrix}^T(T_z, W, v) \begin{bmatrix} 0_{(n-z) 

where \( f_a \in \mathbb{R}^{N} \),

where we are now using the fact that the entries of the vector \( f \) only depend on the space temperatures \( T_z \) and not on the temperatures of nodes internal to the walls. We now introduce a fictitious output of the following form:
\[
Y = CT, \quad Y \in \mathbb{R}^{p}, \quad p \geq N,
\]
where \( C \) can be any \( \mathbb{R}^{p \times n} \) matrix but with the constraint that \( Y \) contains \( T_z \), the vector of zone temperatures, as a sub-vector. That is, with appropriate indexing, \( Y \) can be expressed as
\[
Y_a \begin{bmatrix} T_z \end{bmatrix}
\]
where \( Y_{nz} \in \mathbb{R}^{(p-N)} \). Combining (12)-(16), we get
\[
\begin{bmatrix} \dot{T} \\ W \end{bmatrix} = \begin{bmatrix} AT + BU + \begin{bmatrix} f_{a} & f_{b} \end{bmatrix}^T(T_z, W, v) & 0_{(n-z)} \end{bmatrix}^T, \quad g(T_z, W, v)
\]
where we have again used the fact that \( g(\cdot) \) only depends on the space temperatures and not on the temperatures of the nodes internal to the walls.

Let \( \dot{T}_r = RT \), where \( R \in \mathbb{R}^{p \times n} \) is the co-ordinate transformation that leads to a balanced realization of the system \( \dot{T} = AT + BU \), where \( A, B \) are the corresponding matrices from (8). Note that such a transformation exists since the LTI part of the full-scale model is stable. Stability follows from the physics of RC networks; we therefore do not prove a proof. The transformation \( R \) can be computed using standard software; e.g., the command balreal in MATLAB. Eq. (8)-(9) can now be expressed as
\[
\begin{bmatrix} \dot{T}_r \\ W \end{bmatrix} = \begin{bmatrix} A_{b} & B_{b} \end{bmatrix} \begin{bmatrix} T_r \\ W \end{bmatrix} + \begin{bmatrix} R_{11} & R_{21} \end{bmatrix} f_{a}(T_r, W, v),
\]
where \( A_{b} = RAC^{-1} \), \( B_{b} = RB \), and \( C_{b} = CR^{-1} \).

Note that the computation of \( R \) is based solely on the LTI part of (8). Let \( r (p \leq r \leq n) \) be the desired order of the temperature states of the reduced model. Now we decompose the vector \( T_r \) and the matrices \( A_{b}, B_{b}, C_{b} \) as:
\[
T_r = T_{z} (T) \begin{bmatrix} 1 \end{bmatrix}, \quad A_{b} = \begin{bmatrix} A_{11} & A_{21} \\ A_{21} & A_{22} \end{bmatrix}, \quad B_{b} = \begin{bmatrix} B_{1} \\ B_{2} \end{bmatrix}
\]
(19)
\[
C_{b} = \begin{bmatrix} C_{1} & C_{2} \end{bmatrix}, \quad R = \begin{bmatrix} R_{11} & R_{21} \\ R_{21} & R_{22} \end{bmatrix}
\]
(20)

where \( T_r \in \mathbb{R}^r \) consists of the first \( r \) entries of \( T_r \), and \( A_{11} \in \mathbb{R}^{r \times r}, A_{12} \in \mathbb{R}^{r \times (n-r)}, A_{21} \in \mathbb{R}^{(n-r) \times r}, A_{22} \in \mathbb{R}^{(n-r) \times (n-r)} \). \( B_{1} \in \mathbb{R}^{r \times m}, B_{2} \in \mathbb{R}^{(n-r) \times m}, C_{1} \in \mathbb{R}^{r \times p}, C_{2} \in \mathbb{R}^{p \times (n-r)} \), and \( R_{11} \in \mathbb{R}^{r \times r}, R_{21} \in \mathbb{R}^{(n-r) \times r}, R_{21} \in \mathbb{R}^{(n-r) \times (n-r)} \). Now we define \( f_a \) as a vector that contains the vector \( f_a \) and possibly additional zeros:
\[
f_a(T_r, W, v) = \begin{bmatrix} f_{a}^T(T_r, W, v) \end{bmatrix}^T \in \mathbb{R}^r.
\]

We now eliminate the last \( n-r \) states of \( T_r \), i.e., set \( T_{z} = 0 \). This leads to the following \((r+N)\)th order approximation
\[
\begin{bmatrix} \dot{T}_r \\ W \end{bmatrix} = \begin{bmatrix} A_{11} & B_{b} + R_{11} f_{a}(T_r, W, v) \\ g(T_r, W) \end{bmatrix}, \quad C_{b} T_r
\]
(21)

Since \( T_r = \begin{bmatrix} 1 \end{bmatrix} Y \) from (16), it follows from the above that \( T_r \approx C_{b} T_r \), where \( C_{b} \approx \begin{bmatrix} 1 \end{bmatrix} C_{1} \). We now ignore the approximation errors and rewrite (21) as
\[
\begin{bmatrix} \dot{T}_r \\ W \end{bmatrix} = \begin{bmatrix} A_{11} & B_{b} + R_{11} f_{a}(C_{r} T_r, W, v) \\ g(C_{r} T_r, W) \end{bmatrix}, \quad C_{r} T_r
\]
(22)

Eq. (22) is reduced order model (with state dimension \( r+N \) of the full-scale system model (8) and (9)).

The implicit assumption in the model reduction above is that the effect of the truncated \( n-r \) states is not significant in the nonlinear term. Simulation results in next section suggest that this assumption holds well up to a particular order \( r \) of reduced model. Using the transformation \( x_q = R x \), given the initial temperature \( T(0) \) and humidity ratio \( W(0) \) of the full-scale model; initial value of the state \( T_r(0) \) can be calculated as
\[
T_r(0) = \begin{bmatrix} R_{11} \\ R_{12} \end{bmatrix} T(0).
\]
(23)

### 3.3. Non-dimensionalization

Before applying the technique developed in the previous section to the model (8)-(9) directly, the states and inputs need to be non-dimensionalized by appropriate scaling in order to achieve numerical robustness. To see the need for this, notice that the input vector \( U \) in (8) contains variables such as outside temperature (measured in °C) and heat gains from solar radiation and occupants (measured in W or kW), which differ significantly in magnitudes depending on the units of measurement used. For an LTI model \( x = Ax + Bu \), if two input signals have equal effect on the state but one has a much higher typical magnitude than the other,
the entry(-ies) of the $B$ matrix corresponding to the larger input is likely to be smaller than those that correspond to the smaller input. In such a situation balanced truncation may incorrectly determine certain inputs to have little effect on the output. Effect of inputs on the outputs should not depend on the choice of units of measurements, and non-dimensionalizing the equations of the model before model reductionameliorates such numerical issues. Non-dimensionalizing is a standard technique and its role in model reduction is probably known; though we were unable to find a reference for it.

We scale the variables $T$, $T_{\infty}$, $Q^i$ and $Q^p$ as

$$
T_i = \frac{T_i}{T_i(0)}, \quad T_0 = \frac{T_0}{T_{0\text{char}}}, \quad Q^i = \frac{Q^i}{Q^i_{\text{char}}}, \quad Q^p = \frac{Q^p}{Q^p_{\text{char}}}, \quad (24)
$$

where $T_{0\text{char}}$ is the characteristic outside temperature, which is the average of maximum and minimum of the outside temperatures range expected, $Q^i_{\text{char}}$ is the characteristic heat gain of a zone from solar radiation, and $Q^p_{\text{char}}$ is the characteristic heat gain of a zone due to occupants. These are constants whose values can be set by the user. In the simulations reported later in Section 4, we used $T_{0\text{char}} = 27.5 \degree C$, $Q^i_{\text{char}} = 0.928 \text{ kW}$ and $Q^p_{\text{char}} = 0.26 \text{ kW}$. We now re-express (8) in terms of the non-dimensional variables defined above, to obtain

$$
\tilde{T} = A_0 \tilde{T} + B_0 \tilde{U} + f_i(\tilde{T}, W, \mathbf{F})
$$

(25)

where $\tilde{T} = [T_0, \tilde{T}_1, \ldots, \tilde{T}_N, \tilde{Q}^i_1, \ldots, \tilde{Q}^i_N]^T$, and $\tilde{T}$ is the scaled counterpart of $T$. Instead of applying balanced transformation to the LTI part of (8), it is applied to the LTI part of (25) and the transformation matrix $R$ described in Section 3.2 is obtained. This new $R$ matrix so obtained is used in the full-scale model defined in (25) and rest of procedure is same as described in Section 3.2.

### 4. Simulation results

Simulations are conducted for the four-zone building shown in Fig. 1. All four zones have an equal floor area of 25 m$^2$, each wall is 5 m wide by 3 m tall. This provides a volumetric area of 75 m$^3$ for each zone. Zone 1 has a small window (5 m$^2$) on the north facing wall, whereas zones 2 and 4 have a larger window (7 m$^2$ each) on the east facing wall. Zone 3 does not have a window. All interior walls separating the zones have the same construction and all the exterior walls separating the zones from the outside have the same construction. All windows have the same resistance per unit area, 0.3 (m$^2$ K/W). It is assumed that the floor and the ceiling have the same construction as that of external wall, i.e., floor and ceiling have the same total thermal resistance and total capacitance per unit area as that of an exterior wall. The total thermal resistance per unit area of exterior wall and interior wall is chosen as 2.69 (m$^2$ K/W) and 0.45 (m$^2$ K/W), respectively. The total thermal capacitance per unit area of the exterior and interior walls is 493 (kJ/(m$^2$ K)) and 52 (kJ/(m$^2$ K)), respectively. These values are used in conjunction with the formulas in [6] to compute $R$ and $C$ values for the 3RC2 models of the walls, the floor and the ceiling. The HVAC system used for both the buildings is designed to supply maximum flow rate of 0.25 kg/s per zone at the temperature of 12.8 $\degree$C. These design choices were made after consulting with a HVAC expert. The number of people in a zone is chosen as a random integer that is uniformly distributed between 0 and 4. Outside temperature, outside humidity ratio and solar radiation data is obtained for a summer day (05/24/1996) of Gainesville, FL [32]. A proportional-integral (PI) controller for each zone is used in the full-scale model to determine the flow rates of conditioned air to track the desired zone temperature, which is set to 19 $\degree$C for all the zones. All simulations reported here are open-loop simulations; the mass flow rates commanded by the PI controller are computed once using the full-scale model.

These flow rates are then used as inputs in conducting simulations with both the reduced order and full-scale model. This is done to ensure uniformity, especially in comparison simulation times. The inputs in the vector $U$ are kept constant for every 10 min interval. All temperatures and humidity ratios are initialized at 24 $\degree$C and 0.01, respectively. Inputs such as outside temperature, outside humidity ratio, mass flow rates and total internal heat gain for each zone are shown in Fig. 3.

Numerical results presented here are obtained from MATLAB simulations using the ode45 ODE solver. In figures and figure captions, superscript $r$ represents the results obtained from reduced order model and legends 1, 2, 3 and 4 represent the results for the 1st, 2nd, 3rd and 4th zone, respectively. In particular, $T^r_i$ and $W^r_i$ are the temperature and humidity ratio of zone $i$ predicted by a reduced order model. Correspondingly, $e^i_{(\text{Temp})} = T_i - T^r_i$ is the difference between the temperature of zone $i$ predicted by the full-scale model and the reduced order model, while $e^i_{(W)} = W_i - W^r_i$ is the difference between the humidity ratio predicted by the full-scale model and the reduced order model.

The full-scale model for the four-zone building has 40 states. We tested two reduced order models for this system: (i) one with 14 states and (ii) one with 8 states. The minimum possible order using the proposed method is 8 since there are 4 zones. Figs. 4 and 5 show the zone temperatures and humidity ratios, respectively, for the 14th order reduced model. The rms error in the prediction is 0.5 $\degree$C, which is of the same order as the spatial variation in temperature that exists inside a zone. The rms errors presented here is the one for that zone that has the maximum rms error among the four zones. The maximum error of 2.9 $\degree$C appears during initial transients. The rms and maximum error in the humidity ratio predictions are $1.4 \times 10^{-4}$ and $16 \times 10^{-4}$, which are 1.6% and 18% of the predictions by the full-scale model, respectively. Again, the maximum error occurs in the first 20 min due to initial condition mismatches. After that the error is around 1%. We believe that the large initial error is due to the difference between the initial conditions of the reduced order and the full-scale model, which occurs due to the transformation (23).

Predictions by the 8th order reduced model are shown in Figs. 6 and 7. Temperature predictions by the 8th order reduced model show larger error in both transient and steady state behavior compared to the 14th order model; cf. Fig. 4. It is known that reducing the model order increases the prediction errors due to the truncation of states corresponding to the large values. Therefore, the rms and maximum error in the temperature predictions are 2 $\degree$C and 9.7 $\degree$C when the model order is reduced to 8. However, the error in the humidity ratio predictions are similar to the 14th order case; the rms and maximum errors are $1.39 \times 10^{-4}$ (i.e., 1.6%) and $16 \times 10^{-4}$ (i.e., 18%). It seems to suggest that the effect of temperature variation on humidity ratio is small, and that model order has less effect on humidity than on temperature. These comparisons also illustrate the compromise between prediction accuracy and reduction in model order.

Table 1 presents a comparison between the computation times and model order. The table shows a speed-up of computation time by a factor of 6 when the model order is reduced by a factor of 5 (from 40 to 8). In simulations conducted with a 2316 state model

<table>
<thead>
<tr>
<th>Model order</th>
<th>Computation time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full-scale</td>
<td>40</td>
</tr>
<tr>
<td>Reduced</td>
<td>14</td>
</tr>
<tr>
<td>Maximally reduced</td>
<td>8</td>
</tr>
</tbody>
</table>
Fig. 3. Input signals: mass flow rates ($m_i^n$) and total internal heat gain $Q_i (= Q_i^p + Q_i^f)$ in each zone for a four-zone building, $i = 1, 2, \ldots, 4$.

Fig. 4. Performance with intermediate reduction in model order: (left) temperature in zone 1 and (right) difference in temperatures between full-scale 40th order and reduced 14th order model for a four-zone building, $i = 1, 2, \ldots, 4$. Recall that $e_i^{(temp)} = T_i - T_i^r$ where the superscript $r$ corresponds to the reduced order model.

Fig. 5. Performance with intermediate reduction in model order: (left) humidity ratio in zone 1 and (right) difference in humidity ratios between full-scale 40th order model and reduced 14th order model for zones $i = 1, 2, \ldots, 4$. Recall that $e_i^{(w)} = W_i - W_i^r$ where the superscript $r$ corresponds to the reduced order model.

5. Conclusion

This paper presents a method for model reduction of a class of non-linear systems that models the thermal dynamics in a multi-zone building. The full-scale model of the building thermal dynamics, which is itself a lumped parameter model, has a larger number of states even for a moderate number of zones. Since the full-scale model is non-linear, there are very few existing model reduction methods that are applicable. The ones that are applicable do not exploit the special structure of building thermal dynamics, while the proposed method, by exploiting this structure, extends tools from linear model reduction to a non-linear problem. The proposed technique is seen to work very well in simulations—the prediction of the zone temperatures and humidities are quite close (for a building with 66 zones) the speed-up factor is observed to be 12 when the model order is reduced to the minimum possible value, namely, 132.
to the predictions of the full-scale model even when the model order is reduced to the minimum possible. The maximum errors are seen for a short period of time in the initial transient phase, which occurs due to mismatches in the initial conditions. Afterwards the errors in temperature and humidity predictions remain small. Temperature prediction accuracy seems to be more sensitive to model order than humidity ratio. It is observed that appropriate scaling of the states of the full-scale model, before applying the reduction method, is crucial for the reduced model to retain prediction accuracy.

The proposed model reduction method is applicable as long as the full-scale model has the specific sparsity structure as that of (8) and (9). Since the full-scale model is based on basic mass and heat balance, we expect the model to be applicable to a wide range of building systems. One situation where we suspect this modeling framework may not be applicable is when there is significant convection between the zones, which happens in building that rely only on natural ventilation. In these cases some of the assumption made in constructing the full-scale model do not hold. In particular, the assumption that the temperature and humidity of the air entering a zone are determined solely by the AHU and do not depend on the temperature and humidity of air at any other zone may be violated. However, the model reduction method may still be applicable as long as the full-scale thermal model has the same structure as that of (8) and (9).

Since the number of outputs of the model is twice the number of zones, the minimum order of the reduced model achievable by this method is also twice the number of zones. A future area of research is to enable further order reduction. For instance, it may be beneficial to be able to reduce the model of a building with a large number of zones into a model with just a few “super zones”. Such a reduction will also provide insight into the design of the building, since it will club together zones that interact strongly with one another into a super zone. The model reduction method proposed in [19] for the linear part of the model (the RC-network portion) is capable of doing that. Work is ongoing in integrating the method proposed here and the one in [19] to obtain a method that can identify super-zones and can also handle the non-linear part of the dynamics.

In constructing the full-scale model we have ignored convective thermal interaction among zones since simplified models of such interaction that are of sufficient accuracy are lacking. An important area of research for building thermal modeling is constructing reduced order models of inter-zone convective heat transfer. Preliminary work in identifying reduced order RC network models of inter-zone convection is reported in [10]. If the full-scale model is augmented with such convection sub-models, the proposed model reduction method can be directly applied. The reason is that coupling additional RC networks to the full-scale model does not change its structural properties that the proposed method exploits.

---

Fig. 6. Performance with maximum reduction in model order: (left) temperature in zone 1 and (right) difference in temperatures between full-scale 40th order and reduced 8th order model for zones $i = 1, 2, \ldots, 4$. Recall that $e_{\text{Temp}}^{i,r} = T_i - T'_i$ where the superscript $r$ corresponds to the reduced order model.

Fig. 7. Performance with maximum reduction in model order; (left) humidity ratio in zone 1 and (right) difference in humidity ratios between full-scale 40th order model and reduced 8th order model for zones $i = 1, 2, \ldots, 4$. Recall $e^{i,r} = W_i - W'_i$ where the superscript $r$ corresponds to the reduced order model.
However, other forms of lumped convection models may require further research in model reduction.
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Appendix A. Derivation of (7)

The humidity ratio $W$ of a zone is defined as

$$ W := \frac{M_w}{M_{da}}, \quad (A.1) $$

where $M_w$ is the mass of water vapor and $M_{da}$ is the mass of dry air in the zone. Differentiating (A.1) with respect to time gives us

$$ W = \frac{d}{dt} \left[ \frac{M_w}{M_{da}} \right] = \frac{M_{w0}M_{da} - M_wM_{da}}{M_{da}} = W \frac{d}{dt} \left( M_w - W M_{da} \right) $$

$$ = \frac{1}{V_{da} \rho_{da}} \left( M_w - W M_{da} \right) \quad (A.2) $$

where $V_{da}$ is the volume of dry air (which is same as the zone volume $V$), and $\rho_{da}$ is the density of dry air. It is known from the ideal gas law that $\rho_{da} = \frac{M_{da}}{V_{da}T}$, where $\rho_{da}$ is the partial pressure of dry air, $T$ is the air temperature, and $K_e$ is the specific constant of dry air. Equation (A.2) can now be rewritten as

$$ W = \frac{K_e}{\rho_{da}} \left( \frac{M_w}{V_{da}} - W \right) \quad (A.3) $$

Ignoring infiltration and exfiltration into and out of the zone, the mass flow rate of air leaving a zone ($m_{out}$) can be decomposed into dry air mass flow rate and water vapor mass flow rate as

$$ m_{out} = m_{out}^{dry} + m_{out}^{water} \quad (A.4) $$

where $m_{out}^{dry}$ and $m_{out}^{water}$ are the rates of dry air and water vapor rates leaving the zone, respectively. We can rewrite (A.4) as

$$ m_{out} = (1 + W) m_{out}^{dry} = (1 + W) m_{out}^{water} \quad (A.5) $$

where $W$ is the humidity ratio of the air leaving the zone, and we have assumed that the humidity ratio of air in the zone is the same as the humidity ratio of air going out of the zone. Similarly, the flow rate of air entering the zone $m_{in}$ can be written as

$$ m_{in} = (1 + W_{in}) m_{in}^{dry} \quad (A.6) $$

where $m_{in}^{dry}$ is the flow rate of dry air entering the zone and $W_{in}$ is the humidity ratio of the air entering the zone. The following equations follow from mass balance:

$$ M_w = n^0 \rho_{H_2O} + m_{in}^{water} - m_{out}^{water}, \quad M_{da} = m_{in}^{dry} - m_{out}^{dry} \quad (A.7) $$

where $m_{in}^{water}$ is the flow rate of water vapor entering the zone. Eqs. (A.5) and (A.6) can be rearranged to provide

$$ m_{out}^{dry} = \frac{1}{1 + W} m_{out}^{water}, \quad m_{out}^{water} = \frac{W}{1 + W} m_{out} $$

$$ m_{in}^{dry} = \frac{1}{1 + W_{in}} m_{in}^{water}, \quad m_{in}^{water} = \frac{W_{in}}{1 + W_{in}} m_{in} \quad (A.8) $$

Combining (A.8) and (A.7) with (A.3) leads to

$$ W = \frac{K_e}{\rho_{da}} \left[ n^0 \rho_{H_2O} + m_{in}^{water} W_{in} - \frac{W}{1 + W_{in}} \right] $$

Eq. (7) is simply (A.9) applied to each zone.