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Abstract

Computational wear prediction is an attractive concept for evaluating new total knee replacement designs prior to physical testing and implementation. An important hurdle to such technology is the lack of in vivo contact pressure predictions. To address this issue, this study evaluates a computationally efficient simulation approach that combines the advantages of rigid and deformable body modeling. The hybrid method uses rigid body dynamics to predict body positions and orientations and elastic foundation theory to predict contact pressures between general three-dimensional surfaces. To evaluate the method, we performed static pressure experiments with a commercial knee implant in neutral alignment using flexion angles of 0, 30, 60, and 90° and loads of 750, 1500, 2250, and 3000 N. Using manufacturer CAD geometry for the same implant, an elastic foundation model with linear or nonlinear polyethylene material properties was implemented within a commercial multibody dynamics software program. The model’s ability to predict experimental peak and average contact pressures simultaneously was evaluated by performing dynamic simulations to find the static configuration. Both the linear and nonlinear material models predicted the average contact pressure data well, while only the linear material model could simultaneously predict the trends in the peak contact pressure data. This novel modeling approach is sufficiently fast and accurate to be used in design sensitivity and optimization studies of knee implant mechanics and ultimately wear.

Keywords: Dynamic modeling; Contact pressure prediction; Total knee replacements

1. Introduction

Wear remains a primary factor limiting the life span of total knee replacements (TKRs). Liberated polyethylene wear debris can initiate osteolysis (i.e., bone destruction) resulting in pain and implant loosening. Researchers currently have three basic options for studying wear: (1) Analyze implants retrieved after failure, (2) Analyze implants retrieved post-mortem, or (3) Analyze implant wear test results. Ideally, implants prone to failure would be identified before such designs are used in patients. While revision and post-mortem retrievals are valuable for studying insert damage modes (Bartel et al., 1986), they can be difficult to obtain and take years before becoming available (Harman et al., 2001). Physical wear testing is essential, and recent knee simulator designs are becoming more successful at reproducing the wear patterns observed in retrievals (Walker et al., 1997). However, a single test can cost tens of thousands of dollars and take months to run.

A computational wear model is an attractive solution to these limitations (Sathasivam and Walker, 1998). Required inputs to such a model are in vivo tibial insert surface kinematics and contact pressures. Deformable body contact analyses, such as finite element analyses (FEA) (Bartel et al., 1986, 1995; Bendjaballah et al., 1997; D’Lima et al., 2001; Périé and Hobatho, 1998; Otto et al., 2001; Rawlinson and Bartel, 2002, Sathasivam and Walker, 1998, 1999), elasticity analyses (Bartel et al., 1986; Jin et al., 1995; Rawlinson and Bartel, 2002), and elastic foundation analyses (Blankevoort et al., 1991; Li et al., 1997; Nuño and Ahmed, 2001; Pandy...
et al., 1997), can predict contact pressures but usually only under static conditions. In contrast, rigid body contact analyses using multibody dynamic simulation methods can predict knee motion efficiently (Abdel-Rahman and Hefzy, 1998; Godest et al., 2000; Piazza and Delp, 2001) but cannot predict contact pressures (Cheng et al., 1990). Dynamic FEA codes have begun to bridge the gap between these two approaches but take hours or days of CPU time to predict motion and contact pressures simultaneously (Giddings et al., 2001; Godest et al., 2002). Thus, no fast simulation approach exists to provide the required wear model inputs, making it difficult to perform design sensitivity or optimization studies of TKR wear.

This study experimentally evaluates a novel modeling approach for predicting knee implant contact pressures during a dynamic task. The approach combines the best features of the rigid and deformable body modeling methods mentioned above. It integrates traditional multibody dynamics to predict large overall motions with deformable body contact to predict contact pressures between general three-dimensional surfaces. The resulting approach is sufficiently fast computationally to perform dynamic knee simulations in minutes rather than hours or days. Static experimental contact pressure data collected from a commercial knee implant were used to evaluate the applicability and limitations of the current formulation, which uses an elastic foundation contact model with linear or nonlinear polyethylene material properties. The ability to predict static pressures is a necessary first step to predicting dynamic pressures and ultimately wear.

2. Materials and methods

2.1. Elastic contact model

An elastic foundation contact model (Johnson, 1985; also called a rigid body spring model—An et al., 1990; Blankevoort et al., 1991; Li et al., 1997) was implemented within a commercial multibody dynamics software program (Pro/MECHANICA MOTION, Parametric Technology Corporation, Waltham, MA). The contact model is a dynamic link library that can be integrated into any multibody dynamics code and uses the ACIS 3D Toolkit (Spatial Corporation, Westminster, CO) to perform geometry evaluations between general three-dimensional surfaces. The model uses a “bed of springs” scattered over the surfaces of the contacting bodies to push the surfaces apart (Johnson, 1985). The springs represent an elastic layer of known thickness covering a rigid substrate on one or both bodies, where each spring is independent from its neighbors. If both bodies possess an elastic layer of the same material, then the two layers may be treated as a single layer of combined thickness (Li et al., 1997). Layered contact is in contrast to half-space contact, where both bodies are elastic and semi-infinite. The assumption of independent springs eliminates the integral nature of contact problems, thereby greatly simplifying the analysis of conformal geometry (e.g., a sphere in a spherical cup) or nonlinear materials.

For a rigid femoral component contacting an ultra-high molecular weight polyethylene (UHMWPE) tibial insert of finite thickness, the contact pressure \( p \) for any spring can be calculated from (Johnson, 1985; An et al., 1990; Blankevoort et al., 1991)

\[
p = \frac{(1-v)E(p)}{(1+v)(1-2v)}h d, \quad (1)
\]

where \( E(p) \) is Young’s modulus of the elastic layer, which can be a nonlinear function of \( p \), \( v \) is Poisson’s ratio of the elastic layer, \( h \) is the layer thickness at the spring location, and \( d \) is the spring deflection, defined as the interpenetration of the undeformed surfaces in the direction of the local surface normal. Note that \( d \) can be computed at each instant in time given the current position and orientation of the tibial insert and femoral component. In this study, the thickness \( h \) was calculated separately for each spring as the local insert thickness in the superior–inferior direction. Springs were distributed approximately uniformly over the tibial insert contact surfaces by projecting a planar rectangular element grid onto the insert surfaces. The number of elements was adjusted manually for each simulation such that approximately 100 springs were always “active” on each contact surface at the final static position (Fig. 1a).

Given the known value for the deflection \( d \) of any spring at each instant in time, the contact pressure \( p \) for the spring can be easily calculated. For a nonlinear material model, an equation for \( E \) as a function of \( p \) (Cripton, 1993) can be substituted into Eq. (1) to produce one nonlinear equation for \( p \) (Nuño and Ahmed, 2001). Since each spring is independent of its neighbors, any standard nonlinear root-finding algorithm can solve the resulting system of nonlinear pressure equations independently. For a linear material model, Eq. (1) can be solved directly for \( p \). The calculated pressures can then be multiplied by their corresponding areas to produce a set of point forces. Finally, these forces can be replaced with a single equivalent force and torque applied to the rigid bodies for purposes of dynamic simulation (Kane and Levinson, 1985). For comparison with the experiments, average pressure was calculated by averaging all non-zero pressures.

2.2. Parametric material model

To facilitate the use of optimization in this solution process, a parametric material model with a minimal number of parameters was developed to represent the...
nonlinear properties of UHMWPE:

\[ \varepsilon = \frac{1}{2} \varepsilon_0 \sigma^2 + \frac{1}{2} \varepsilon_0 \left( \frac{\sigma}{\sigma_0} \right)^n, \]

where \( \varepsilon \) is strain, \( \sigma \) is stress, and \( \varepsilon_0, \sigma_0, \) and \( n \) are material parameters. This is the nonlinear power-law material model discussed in Johnson (1985) but with the addition of a linear term. This model has the advantages that only three parameters are required to define a material, making the model easy to use for design sensitivity and optimization studies, and that choosing \( n = 1 \) produces a standard linear material model. For a given value of \( \sigma \), the current value of \( E = d\sigma/d\varepsilon \) for any spring can be found from

\[ E = 1/ \left\{ \frac{1}{2} \varepsilon_0 \left[ 1 + n \left( \frac{\sigma}{\sigma_0} \right)^{n-1} \right] \right\}. \]

Eq. (3) was fit to the experimental \( E \) versus \( \sigma \) data reported by Cripton (1993) at 23°C and 37°C. For both temperatures, \( n = 3 \) provided the best fit to the experimental data (Fig. 1b; \( R^2 = 0.966 \) at 23°C with \( \varepsilon_0 = 0.0257 \) and \( \sigma_0 = 15.8; R^2 = 0.925 \) at 37°C with \( \varepsilon_0 = 0.0597 \) and \( \sigma_0 = 18.4 \)).

For comparison purposes, both linear (\( n = 1 \)) and nonlinear (\( n = 3 \)) UHMWPE material models were used in this study. For both models, \( \varepsilon_0 \) was fixed and \( \sigma_0 \) tuned to match the average contact pressure from the 0° flexion/3000 N experiment (see below), since the largest load would subject the material to the greatest range of pressures. The tuned parameters for the linear model were \( \varepsilon_0 = 1, \sigma_0 = 400 \), corresponding to a constant Young’s modulus of 400 MPa, which is close to the value of 463 MPa recently reported by Kurtz et al. (2002). For the nonlinear model they were \( \varepsilon_0 = 0.0257, \sigma_0 = 15.9 \), very close to material parameters determined from Cripton’s data at 23°C. Poisson’s ratio for the polyethylene was 0.46 for both material models (Bartel et al., 1995). These tuned parameters were used to simulate the remaining 15 experimental cases (see below).

2.3. Dynamic implant model

Using this contact algorithm, a dynamic model with elastic contact was created using CAD geometry from a commercial knee implant possessing medial–lateral symmetry and a 9 mm minimum insert thickness (Fig. 1c; Optetrak B, Exactech Corporation, Gainesville, FL). To simplify the geometry evaluations and eliminate potential problems caused by seams between surface patches, medial and lateral femoral contact surfaces (four per side) were replaced with single surface approximations using Geomagic Studio (Raindrop Geomagic, Research Triangle Park, NC) and Rhino-ceros (Robert McNeel & Associates, Seattle, WA) software. The tolerance between the original and approximate surfaces in the regions of contact was
measured with Geomagic Studio to be ±0.002 mm, well within manufacturing tolerance.

The dynamic model was constructed to emulate the experimental set-up described below, which was designed to produce approximately equal contact forces, peak pressures, average pressures, and contact areas in the medial and lateral compartments. Deformable contact was permitted between the medial femoral condyle and insert surface, the lateral femoral condyle and insert surface, and the femoral cam and tibial post. A fixed force was applied vertically downward to the femoral component at the approximate point of load application in the experiments. The femoral component was connected to the tibial insert via a six degree-of-freedom (DOF) joint. Sagittal plane translations and varus–valgus rotation were free while the remaining three DOFs were fixed. The flexion angle was fixed at each of the four experimental values. To account for small variations in experimental positioning (Liau et al., 1999), an optimization was performed for each flexion angle to find the medial–lateral translation and internal–external rotation that best matched the experimental peak and average contact pressures simultaneously. This procedure was performed only for the 3000 N load, with the resulting translation and rotation being used for the remaining three loads. The optimized position was the same for both material models. Maximum medial–lateral translation was 0.35 mm and maximum axial rotation was 1.5°, well within the expected experimental variations.

With any numerical approach involving elements, an important issue is the number of elements required to produce an accurate solution. To address this issue, we performed a global sensitivity study to investigate the convergence of the peak and average contact pressures as a function of the number of active springs. The sensitivity study was performed using the 0° flexion/3000 N load case. Assuming the “true” solution corresponded to 400 active elements per side, peak and average contact pressure were within 10% error by only 25 active elements and 5% error by 50 active elements (Fig. 1d). Thus, 100 active elements per side were more than accurate enough for comparison with experimental data.

With the relative component positioning and accuracy requirements established, a global sensitivity study was performed for each flexion angle to predict the variation in peak and average contact pressure with load. For each load, the sensitivity study performed a forward dynamic simulation using implicit integration with numerical damping (rather than physical damping) to cause the components to settle together into a static configuration (Fig. 2). Mass and inertia of the femoral component were computed from its geometry assuming uniform density. Each dynamic simulation was terminated when all translational and rotational accelerations were less than a small user-defined tolerance (1e-5 mm/s² and rad/s² in our simulations). Typical computation time for a single dynamic simulation with 100 active elements per side was less than 30 s on a 1.2 GHz Pentium III-M laptop computer. In all, 16 experimental cases (four flexion angles with four loads per flexion angle; see below) were predicted by the sensitivity studies. All optimization and sensitivity studies were performed with Pro/MECHANICA MOTION’s built-in design study capabilities.

2.4. Contact pressure experiments

A commercial knee implant identical to the CAD model described above was used in the experiments (Fig. 3a). Fixturing allowed the femoral component to be positioned at flexion angles of 0, 30, 60, and 90° relative to the tibial component. The femoral component was connected to the ram of an MTS servohydraulic test machine via a pin joint that allowed varus–valgus rotation, thereby permitting equilibration of the frontal plane contact moment (Harris et al., 1999). A lockable slider joint was located above this pin joint to allow medial–lateral positioning of the vertical load axis above the center of the femoral component (Harris et al., 1999). The tibial component was mounted to the top of a tilt table with lockable varus–valgus rotation and horizontal plane translations. To facilitate comparison with the model, the knee was tested in neutral alignment with the DOFs adjusted via trial and error until approximately equal contact force, peak pressure, average pressure, and contact area were obtained in the medial and lateral compartments.

To provide a wide range of conditions for evaluating the model, 16 experimental cases were used, composed of all possible combinations of four flexion angles (0, 30, 60, and 90°) and four loads (750, 1500, 2250, and 3000 N). The loads were representative of approximately one to four times body weight. All tests were performed at 23°C, and three separate trials were performed for each case. Contact pressure and area data were collected.
from the medial and lateral compartments of the implant using a Tekscan K-Scan pressure measuring system with a fresh sensor (Harris et al., 1999). Though the sensor will affect the pressure measurements (Wu et al., 1998), the effect is expected to be much less than in natural joints where the sensor is stiffer than the contacting surfaces. Results from both compartments were averaged (total of six measurements) to produce mean and standard deviation data for evaluation of model predictions.

Four issues related to the Tekscan sensor required special attention. The first was the development of an accurate calibration procedure. Since the K-Scan sensor has been shown to exhibit significant calibration drift over time (Otto et al., 1999), each experimental trial was self-calibrated. Ramp loads from 20% to 100% of desired load were applied over 5 s, and these two points were used to perform the two-point calibration procedure recommended by the manufacturer. The two loads required for post-calibration were measured during each trial by an in-line load cell. Thus, the total load measured by the sensor always matched the load applied by the MTS machine. Because each trial was calibrated using load cell measurements from the same trial, trial-to-trial calibration drift was eliminated.

The second issue was determination of an appropriate pressure cut-off value. Due to the moderately conformal nature of the knee design tested, the sensor “crinkled” slightly during the experiments (Lewis, 1998). These crinkles introduce erroneous contact pressures on sensels outside the true contact area, making it necessary to determine a pressure below which all measured sensel pressures are set to zero. To determine this cut-off, we plotted the experimentally measured contact area for the 0° flexion/1500 N load case using pressure cut-off values ranging from 0 to 2 MPa (Fig. 3b). While changing the cut-off had little effect on the measured contact force or peak pressure, it had a dramatic effect on the measured contact area and hence average pressure. In particular, changing the pressure cut-off from 0 to 0.2 MPa resulted in a 50% drop in contact area. Since little additional drop in area occurred beyond 0.2 MPa, we chose this as our cut-off. Average experimental pressures were therefore calculated by ignoring all sensels with pressures below 0.2 MPa.

The third issue was the methodology used to calculate peak pressures. Because peak pressure can be sensitive to measurements from a single sensel, this quantity was determined using two approaches. The first used the maximum pressure recorded by a single sensel. The second applied the built-in averaging function available in the Tekscan software prior to determining the sensel with maximum pressure. This function performs weighted averaging of each sensel with its eight neighbors, which eliminates local “hot spots” from a single sensel due to sensor crinkling, small surface imperfections, or non-uniform response from the sensels. Since averaging reduces peak pressure measurements, results without averaging can be viewed as an upper bound on the peak pressure and results with averaging as a lower bound.

The final issue was estimation of pressure measurement errors due to sensor discretization. The K-Scan sensor measures pressures on discrete sensels with an area of 1.61 mm². Thus, both peak and average pressure measurements will be influenced by the sensel size. To estimate the magnitude of discretization errors, a theoretical power law relationship was used (see Fregly and Sawyer, 2003 for details). This relationship estimates peak and average pressure errors as a function of a non-dimensional area variable, defined as the ratio of the number of perimeter sensels in the contact patch to the total number of sensels with pressure. At 0° flexion, calculation of this non-dimensional variable from the active Tekscan sensels indicated errors on the order of 1–2% for peak and 3–6% for average pressure. Though errors will be slightly larger at 90° where the contact area is smaller, these errors were deemed to be sufficiently small not to hinder comparison with model predictions.

Fig. 3. (a) Experimental contact pressure measurements made on the same implant using a Tekscan K-Scan pressure measuring system and a servohydraulic test machine. (b) Sensitivity of experimental contact area to the pressure cut-off value selected for the Tekscan sensor. The change in contact area stabilizes by about 0.2 MPa, as indicated by the gray line.
3. Results

The linear and nonlinear contact models were evaluated by their ability to match experimental peak and average contact pressures simultaneously. Matching both is necessary for the predicted pressure distribution to match the experiments. Contact force comparisons are not reported since the force is always matched exactly at the final static configuration. Contact area comparisons are not reported since the area follows similar, but inverted, trends to the average pressure (e.g., a slightly high predicted average pressure means a slightly low predicted contact area).

The linear material model predicted the experimental data more closely than did the nonlinear material model, with mean, standard deviation and RMS errors typically being two to three times smaller for the linear model (Table 1). Both models tracked the average contact pressure well, though the linear model tracked it better (Fig. 4a). Since the contact force was always matched exactly, the contact area was also predicted well by both material models. In contrast, only the linear model tracked the peak pressure well. The peak pressure predicted by the linear model was generally between the two experimental measurements (with and without averaging), whereas that predicted by the nonlinear model was consistently below the two experimental measurements except at 750N (Fig. 4b). Both models predicted posterior cam contact only at 90°, which was consistent with the experiments.

4. Discussion

4.1. Contact model accuracy

This study experimentally evaluates a hybrid rigid-deformable dynamic modeling approach for predicting contact pressures in total knee replacements. Though the dynamic simulations were used to predict final static configurations, the evaluation validates the computational efficiency of the approach compared to dynamic finite element methods. It also validates the accuracy of the approach for predicting static contact pressures with a single set of material parameters, which is an essential first step toward predicting dynamic contact pressures and eventually wear. Overall, these findings indicate that this novel modeling approach is well suited to sensitivity and optimization studies of knee implant designs.

An important issue affecting contact model accuracy is the choice of material model. Some finite element studies of knee replacements have used nonlinear UHMWPE material models (Bartel et al., 1995; D’Lima et al., 2001; Godest et al., 2002; Otto et al., 2001; Rawlinson and Bartel, 2002) while others have used linear material models (Bartel et al., 1986; Sathasivam and Walker, 1998, 1999). We are unaware of a previous study that has performed a thorough contact pressure comparison between model and experiments using actual implant geometry to validate either material model. At least one other study performed at 23°C found that a linear material model with a Young’s modulus of 500 MPa provided the best match to experimental contact area data measured using loads between 500 and 2500 N (Stewart et al., 1995). In those experiments, a spherical glass indenter contacted a thick, wide UHMWPE block that approximated a half-space, with contact area predictions being made with a Hertz contact model. A more recent study measured Young’s modulus of UHMWPE to be 463 MPa using a miniature specimen shear punch test (Kurtz et al., 2002). For an elastic foundation contact model, since pressures on surrounding elements do not contribute to the deformation of an element, a slightly lower value of Young’s modulus is needed to produce the same total deformation. This explains the best-fit Young’s modulus of 400 MPa found in our study.

4.2. Contact model advantages

As with any engineering model, the proposed dynamic contact model has its advantages and limitations. The primary advantages of the elastic foundation contact model are its simplicity and versatility. Since each spring is treated as independent, more computationally intensive coupled contact solutions involving either quadratic programming (Conry and Seirig, 1971; Kalker and Van Randen, 1972) or repeated linear system solution (Singh and Paul, 1974) are not needed. This makes the model ideal for incorporation into a multi-body dynamic simulation framework.

<table>
<thead>
<tr>
<th>Errors (MPa)</th>
<th>Linear model</th>
<th>Nonlinear model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak pressure without averaging</td>
<td>Mean</td>
<td>−2.2</td>
</tr>
<tr>
<td>SD</td>
<td>1.2</td>
<td>3.6</td>
</tr>
<tr>
<td>RMS</td>
<td>2.5</td>
<td>7.5</td>
</tr>
<tr>
<td>Peak pressure with averaging</td>
<td>Mean</td>
<td>2.0</td>
</tr>
<tr>
<td>SD</td>
<td>1.4</td>
<td>2.7</td>
</tr>
<tr>
<td>RMS</td>
<td>2.4</td>
<td>3.6</td>
</tr>
<tr>
<td>Average pressure</td>
<td>Mean</td>
<td>0.31</td>
</tr>
<tr>
<td>SD</td>
<td>0.49</td>
<td>1.1</td>
</tr>
<tr>
<td>RMS</td>
<td>0.57</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Peak pressure was measured experimentally with and without averaging of neighboring sensels on the pressure sensor.
nature of the springs also makes it easy to incorporate nonlinear material models into the formulation as described above. An elastic–plastic material model could be incorporated as well by following a solution process similar to the nonlinear material model. In addition, the formulation accounts for layered contact between bodies of finite and variable thickness and breadth, and conformal contact involving non-planar contact patches. Both of these features are limitations in elastic half-space contact models (Johnson, 1985). Because conformity is not an issue, the current contact model will be applicable to more or less conformal knee
implant designs than the one used here, as well as to rotating platform designs.

Another advantage of this computational framework is that it is not restricted to the elastic foundation contact model evaluated here. Within the same framework, we have also implemented an elastic half-space contact model (Conry and Seirig, 1971; Kalker and Van Randen, 1972) with modifications to account for conformal contact (Paul and Hashemi, 1981). Currently, this model cannot handle layered contact, contact patches with dimensions comparable to the contacting bodies, or nonlinear materials. However, unlike the elastic foundation model, it accounts for how pressure applied at one location produces deformations at all locations. Data from this contact model are not presented here since a single value of Young’s modulus could not be found that matched the experimental pressures for all loads and flexion angles. Nonetheless, this model demonstrates that more complicated contact models can easily be implemented within the same framework to address limitations in the elastic foundation model discovered through future experimental evaluation.

Previous studies have also used commercial multi-body dynamics codes to simulate contact conditions in knee replacements. Similar to this study, the elastic contact model developed for ADAMS (MSC Software, Santa Ana, CA) uses discrete compressive springs on the surfaces of the contacting bodies. This model has been used to simulate stability tests (McGuan et al., 1998), knee simulator machine motions (Rullkoetter et al., 1999), and cam engagement in posterior-stabilized knees (Metzger et al., 2001). However, it predicts only contact forces, not contact pressures, and uses tessellated surface approximations that can cause force discontinuities (Puse and Laursen, 2002) that slow numerical integration. Pro/MECHANICA MOTION’s built-in elastic contact model uses either a Hertz formulation for approximately quadratic surfaces or an elastic half-space boundary element formulation for general surfaces. This model has been used to simulate contact pressure as a function of flexion angle (Fregly, 1999) and peak contact pressure sensitivity to femoral component malrotation (Fregly, 2000). While the use of the actual surface geometry reduces contact force discontinuities, such half-space formulations have significant limitations as discussed above. Neither of these contact models has been used to predict experimental pressure data as done here.

4.3. Contact model limitations

Several important limitations are also present in the current formulation. First, the contact model is quasi-static and does not account for viscoelasticity (Waldman and Bryant, 1997). A viscoelastic contact model would require adding states to keep track of the deformation of each element, which would make the contact calculations more complicated. Alternatively, if the elastic parameters are tuned to match dynamic contact pressure data collected at a physiological loading rate and temperature, an equivalent set of linear material parameters could be chosen to approximate the viscoelastic situation for those loading conditions. Second, the model does not account for how pressure applied at one location produces deformations at all locations. However, this was not a serious limitation for matching our experimental data. Third, the model provides predictive information on contact pressures but not surface tensile stresses on sub-surface stresses. While the model would be useful for wear predictions made from contact pressure and kinematic inputs, predictions involving sub-surface stresses would require finite element analyses (Sathasivam and Walker, 1998). Fourth, the current model does not account for friction (Sathasivam and Walker, 1997). However, since local slip velocity information is available for each element, a Coulomb friction model can easily be added on an element-by-element basis as a reasonable approximation (Johnson, 1985). Fifth, the model has only been evaluated for a knee implant, but given the versatility of the approach, it would likely be applicable to other artificial joints as well (An et al., 1990; Li et al., 1997; Genda et al., 2001).

The applicability of the linear material model to larger peak contact pressures requires further investigation. The force applied to each side was a maximum of 1500 N. During gait, it is possible that the entire load could be borne on one condyle (Stiehl et al., 1999). At 1500 N per condyle, the peak contact pressure in our experiments was between 25 and 35 MPa (Fig. 4b). Assuming polyethylene has a yield stress of 14 MPa (Bartel et al., 1995), yielding will be initiated below the surface when the peak contact pressure reaches approximately 1.6 times the yield stress (Johnson, 1985) or about 22.5 MPa. Thus, significant plastic deformation may not have occurred over the course of the experiments. This hypothesis is supported by the model’s prediction of only 4% maximum strain, making it less surprising that the linear material model worked so well. Implementation of an elastic–plastic contact model, as described above, may therefore be required to model higher contact pressures.
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