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In this work, an aeroelastic prediction framework is formulated by blending control-oriented techniques that consist of linear fractional transformation representation, identification of nonlinear operators, and stability boundary prediction for both flutter and limit-cycle-oscillation phenomena. The final product is an efficient tool devised to identify, characterize, and predict flutter/limit-cycle-oscillation conditions by taking full advantage of the information embedded in the flight data. A novel data-based amplitude- and airspeed-dependent operator is developed to consistently fit within the \( \mu \)-analysis framework. By exploiting the algebraic structure of the identified block-oriented models, a parameter-varying model is devised to represent its amplitude- and airspeed-dependent dynamic behavior. To illustrate this flutter/limit-cycle-oscillation prediction framework, the developed algorithms are applied to a structurally nonlinear two-dimensional wing section while including uncertain stiffness parameters.

I. Introduction

A novel control-oriented flutter/limit-cycle-oscillation (LCO) prediction tool using aeroelastic model enhancement techniques to assist in flight-testing for envelope-expansion purposes is presented. It is well known that the addition and/or modification of external equipment and stores on the aircraft deeply impact its aeroelastic characteristics, which are not fully predictable using linear flutter engineering tools [1,2]. These configurations arise frequently on military fighters with stores such as fuel pods and weapons but are also present on transports that have engine nacelles. The common approach for envelope expansion is to take the aircraft to a stabilized test point and measure vibration data. Flight-test data from the test points are analyzed to predict the speed at which the onset of flutter/LCO may be encountered. The envelope is expanded by increasing the airspeed at successive test points until the data analysis indicates that the aeroelastic instability speed is close within a certain safety margin. The proposed control-oriented framework is devised to naturally fit within this standard certification procedure.

During the past years, several modeling hypotheses have been proposed as the representative model for LCO of aircraft/wings [3]. Among other modeling approaches, there are the aerodynamic-driven models due to various agents such as vortex dynamics, transonic shock with/without flow separation [4], the structural-based models due to nonlinear stiffness [5], nonlinear friction damping [6], actuation-related model [7], the internal resonance model [8,9], etc.

In contrast to the current prevailing LCO prediction methodologies that mostly adopt high-level computational fluid dynamics methods with built-in nonlinear models, the proposed framework approaches the flutter and/or LCO characterization and prediction problem from an entirely different perspective. An aeroelastic prediction framework is formulated by blending control-oriented techniques that consist of linear fractional transformation (LFT) representation, identification of nonlinear operators, and stability boundary prediction for both flutter and LCO phenomena. The final product is an efficient tool devised to identify, characterize, and predict flutter/LCO conditions by taking full advantage of the information embedded in the flight data.

A quasi-linear data-based amplitude- and airspeed-dependent operator is developed to consistently fit within the \( \mu \)-analysis framework. By exploiting the algebraic structure of the identified set of nonlinear block-oriented models, a parameter-varying model is devised to represent its amplitude- and airspeed-dependent dynamic behavior. The underlying concept seeks to properly incorporate the influence of varying flight conditions on the aeroelastic dynamics of the aircraft. Clearly, by fixing the nonlinearity amplitude/strength, the inclusion of airspeed dependency simplifies the task of predicting the onset of aeroelastic instabilities.

The outline of the paper is as follows. In Sec. II, the general formulation for the flutter/LCO prediction framework is described. It includes how to model and parameterize an uncertain aeroelastic system, how to estimate and build parameter-varying unknown-dynamics operator, and how to transform the match-point solution setup into a linear/quasi-linear framework to accurately predict flutter/LCO instabilities. Finally, in Sec. III, promising results are obtained when this control-oriented flutter/LCO prediction approach is applied to noisy input–output simulated measurements from a structurally nonlinear prototypical two-dimensional wing section. Comments are provided concerning possible advantages and limitations of the proposed methodology.

II. Flutter/LCO Prediction Tool: General Formulation

Currently, no immediate modeling approach is readily available to fully describe actual nonlinear aeroelastic dynamic systems. Hence, the proposed approach for formulating a flutter/LCO predictor is to augment the current \( \mu \)-analysis approach [10] with a set of flight-data-based nonlinear operators [11]. This concept involves a representation of the aeroelastic dynamics that includes both linear and nonlinear components. Stability margins would then be computed that indicate the flight conditions associated with linear
and nonlinear aeroelastic instabilities. To this end, a general aeroelastic model enhancement feedback setup using nonlinear identification techniques was devised [12,13].

Specific formulations were derived for two different unmodeled dynamic identification scenarios. One scenario assumes that the unknown dynamics are purely a function of the measured states $\hat{X}(l) = \hat{X}(x)$, whereas the other assumes that the unknown dynamics are purely a function of the measurement inputs $\hat{X}(l) = \hat{X}(u)$. In both, nonlinear block-oriented system identification techniques can be employed to estimate the unmodeled dynamic operator $X(\cdot)$ using a discrete set of stabilized test points.

As schematically shown in Fig. 1, this model can now be represented as a nonlinear feedback interconnection:

$$\hat{y} = F_1[\tilde{P}, \hat{X}(l)]\tilde{u}$$

(1)

$$\tilde{P} = \begin{bmatrix} P_{11} & P_{12} \\ P_{21} & P_{22} \end{bmatrix}$$

(2)

where $\tilde{P}$ is the nominal plant, and $P_{jk}$ ($j, k = 1, 2$) are the transfer functions related to the input $[\tilde{u}^T m^T]^T$ and output $[\tilde{y}^T l^T]^T$ signals. Note that the known and unknown elements of the model are related by the signal $m = \hat{X}(l)$. Here, the signal $l$ is measured and can be inferred from the knowledge of the measured input $\tilde{u}$ or output $\tilde{y}$ signals, respectively.

In [14], it was shown how the inclusion of parameter dependency simplifies the task of predicting the onset of aeroelastic instabilities. That approach is further extended here, where the analysis is sought to iterate over the airspeed by considering the single model resulting by blending the known dynamics $P_1$ and the data-based parameter-dependent unmodeled dynamics $X_i$ ($i = 1, \ldots, n_q$, with $n_q$ being the number of stabilized test points). Note that both operators are devised to be parameterized around the airspeed and the coupling process is performed using LFT algebra [15]. Both operators are now conveniently parameterized around the airspeed at the $i$th flight condition by introducing a perturbation $\delta_i$ to the nominal airspeed $V_0$, such that $V^* = V_0 + \delta_i$.

In Fig. 2 the known dynamics $\tilde{P}_i$ are described by an upper LFT defined between the nominal aeroelastic plant $P$ parameterized around the airspeed perturbation parameter $\delta_i$, as

$$\begin{bmatrix} \hat{y} \\ \hat{l} \end{bmatrix} = F_2[P, \delta_i] \begin{bmatrix} \tilde{u} \\ m \end{bmatrix}$$

(3)

and the unknown dynamics $\tilde{X}_i(\cdot)$ are described using a lower LFT: that is,

$$m = F_3[X, \delta_i]$$

(4)

where $\delta_i$ is the nondimensional flight test point ($i = 1, \ldots, n_q$) of the unmodeled dynamic system $\tilde{X}_i(x)$ will give rise to a nonlinear operator that can be replaced with a block-oriented model such as the Hammerstein model $\tilde{X}_i(x) = G_{F_i}\gamma(\cdot)$ or the Wiener model $\gamma(\cdot)$ with the signal $v = G_{F_i}\gamma$.  

**A. Aeroelastic Modeling for Robust Flutter/LCO Prediction**

One of the objectives of this research work was to represent an aeroelastic model using a LFT setup for the most general aeroelastic systems defined using linear flutter engineering tools. The associated model will contain information on the structural model, including the control effectors’ inertial coupling, the unsteady aerodynamic rational function approximation, and the interconnection structure and/or exogenous signals, among others [13,16].

The modeling process starts with the aeroelastic equations of motion of the nominal aeroelastic system written in the time domain:

$$[M_s M_r]\begin{bmatrix} \dot{\eta} \\ \dot{\delta} \end{bmatrix} + C_s\eta + K_s + X(l) = -\bar{g}[Q_s Q_r]\begin{bmatrix} \eta \\ \delta \end{bmatrix}$$

(5)

where $M_s \in \mathbb{R}^{n_s \times n_s}$, $C_s \in \mathbb{R}^{n_s \times n_s}$, and $K_s \in \mathbb{R}^{n_s \times n_s}$ are the generalized mass, damping, and stiffness structural matrices; $M_r \in \mathbb{R}^{n_r \times n_r}$, is the inertial coupling mass matrix related with the control surfaces set; $\eta \in \mathbb{R}^{n_s}$ is the vector of generalized coordinates; $\delta_i \in \mathbb{R}^{n_r}$ is the vector of control effector states; and, as before, $X(l)$ is the unmodeled dynamics operator as a function of the signal $l$ to be defined. In addition, the aerodynamic force coefficient matrix $Q(p)$ is explicitly defined in terms of the $\eta$ and $\delta$ vectors as

$$[Q_s(p)Q_r(p)]\begin{bmatrix} \eta \\ \delta \end{bmatrix} = [A_{n_s} A_{n_r}]\begin{bmatrix} \eta \\ \delta \end{bmatrix}$$

$$+ [A_{n_s} A_{n_r}]\begin{bmatrix} \eta \\ \delta \end{bmatrix} + [A_{n_s} A_{n_r}]\begin{bmatrix} \eta \\ \delta \end{bmatrix} + D(I_p R)^{-1}[E_s E_r] \begin{bmatrix} \eta \\ \delta \end{bmatrix}$$

(6)

where $A_{ij}$ and $E_{ij}$ with $i = s$ or $c$ and $j = 0, 1, 2$, are column-partitioned matrices in accordance with the number of structural elastic modes $n_s$, and control effectors $n_r$, respectively. Here, $p$ is the nondimensional complex Laplace variable $p = \omega L/V$, where $L$ is the reference length and all the coefficient matrices are real ones.

Because the aerodynamic data are given for harmonic oscillations, to allow for time simulations, the aerodynamic loads are first approximated in the Laplace domain using a rational function approximation technique [17,18]. The approximation process involves the replacement of $\bar{g}$ by $ik$, where $k$ is the nondimensional frequency $\omega L/V$, with $\omega$ being the frequency of oscillation. Then least-squares procedures are used to compute the matrices approximation coefficients $A_{ij}, D, E_{ij}$, and $R$. Here, the $A_{ij}$ with $i = s$ or $c$ and $j = 0, 1, 2$ coefficient matrices represent the quasi-steady aerodynamic forces, as an equivalent aerodynamic stiffness, aerodynamic damping, and aerodynamic inertia, whereas the remnant terms are used to model the flow unsteadiness by the Padé approximants.

For robustness analysis purposes, uncertain and/or unmodeled operators are being incorporated in the aeroelastic system, and the equation of motion is broken down into several LFT subsystems. The proposed uncertain aeroelastic system in LFT form is depicted in Fig. 3a.

The structural dynamics can be represented by the linear matrix coefficients $S$ and the uncertainty block $\Delta_s$. In a similar way, the unsteady aerodynamic loads are described by the linear element $A$, a parametric uncertainty around the airspeed perturbation parameter.
extend the linear models realm in order to represent nonlinear dynamic processes.

Several appealing features can be mentioned when using block-oriented models. Among them, it can be cited that it is easy to incorporate a priori knowledge on the system, and they represent a low-cost solution in terms of identification and control computations [22]. The underlying structure of a generic block-oriented model assumes that the steady-state behavior is determined by the static nonlinearity, whereas the dynamic behavior is determined together with the static map and the linear-time-invariant (LTI) part. The model consists of a nonlinearity \( \gamma(.) \) in series connection with a LTI system described by its transfer function matrix \( G_A \); that is,

\[
G_A(q) = \sum_{i=0}^{N} b_i B_i(q), \quad \gamma(.) = \sum_{i=1}^{r} \alpha_i g_i(.) \quad (8)
\]

where \( g_i(.) : \mathbb{R}^n \rightarrow \mathbb{R}^m \) are known vector fields, \( \alpha_i \in \mathbb{R}^{n \times m} \), \( i = 1, \ldots, r \) are vector parameters, \( G_A(q) \in \mathbb{H}^{m \times n} \), \( b_i \in \mathbb{R}^{n \times m} \), and \( q \) is the forward-shift operator.

To allow an accurate matching with the unmodeled dynamics data, the block-oriented models use an a priori set of orthonormal bases, \( \{ B_i(q) \}_{i=0}^{N-1} \), tuned with linear modal information extracted from an N point data set, \( \{ u_k, \gamma_k \}_{k=1}^{N} \). To this end, the orthonormal bases set will be generated using the cascade of input-normal balanced state-space realizations of two-parameters Kautz filters [23]. In a subsequent step, the discrete-time transfer function matrix \( G_A(q) \) is converted to its continuous-time counterpart \( G_A(s) \), where \( s \) stands for the Laplace variable.

Note that the nonlinear behavior given by the block-oriented operator will have a global or local character, depending on the available information of the nonlinear phenomena under investigation. For example, if the user is able to properly isolate a set of I/O signals related with a structural nonlinearity, then the identified static map will not change under different flight conditions, providing a global character. On the contrary, if she/he is able to collect I/O data related with nonlinear aerodynamic behavior, such as those represented by transonic shock waves with or without flow separation, the resulting static map will presumably be flight-condition-dependent and local in nature.

Based on these assumptions, it is conjectured that the method could be able to identify the origin or character of the nonlinear behavior embedded in the flight-test data if informative-enough experimental evidence is recorded during the data-gathering process. From the flight-test engineer’s point of view, given the generally poor quality of the aerodynamic responses recorded during flutter clearance programs as well as the possible unobserved dynamics due to the reduced number of sensors that have been installed on the aircraft, it could be very challenging to obtain informative-enough I/O data to correctly characterize the underlying nonlinear phenomena. However, the proposed flutter/LCO detection framework is formulated to deal with both identification scenarios if a block-oriented model is estimated at each flight-test point.

C. Block-Oriented Parameter-Varying Model

The identification of the unknown dynamics operator \( X_i(.) \) is further extended to include dependency on the main parameters affecting the nonlinear dynamics: in particular, dependency on flight conditions as well as on the input signal strength to the identified nonlinear operator. As a result, airspeed \( X_i(\delta V_i) \) as well as
amplitude- and airspeed-dependent $\bar{X}(a, \delta_v)$ operators based on block-oriented models are successfully formulated and synthesized. The airspeed dependency is computed by fitting the coefficients of the identified LTI part $G_k(s)$ to a quadraic matrix polynomial function of the airspeed; that is,

$$G_k(s) = \begin{bmatrix} A^T & B^T \\ C^T & D^T \end{bmatrix} \simeq \begin{bmatrix} \hat{A}(V^i) & \hat{B}(V^i) \\ \hat{C}(V^i) & \hat{D}(V^i) \end{bmatrix}$$

(9)

$$G_k(s) = \begin{bmatrix} A_0 + A_1 V^i + A_2 V^2 \\ C_0 + C_1 V^i + C_2 V^2 \\ D_0 + D_1 V^i + D_2 V^2 \end{bmatrix}$$

(10)

Equation (10) results in a form that can easily be parameterized around an airspeed perturbation parameter $\delta_v$, such that [16]

$$V^i = V_0 + \delta_v$$

(11)

where $V_0$ is the ith flight-test point’s airspeed value. Clearly, this transformation allows the operator $G_k(s)$ to be sought as a parameter-varying system expressed as a lower LFT system:

$$G_k(s) = F_k[G_k(V_0, \delta_v)]$$

(12)

where the resulting linear operator $G_k(V_0)$ is a function of the nominal waypoint airspeed $V_0$.

Additionally, the amplitude dependency is included by replacing the static map $\gamma(\cdot)$ operator by its sinusoidal input describing function $N(a)$ [24]. The strength of the input to the operator $N(a)$ becomes the amplitude-dependent parameter in this unique formulation. Figure 5 schematically depicts the devised Hammerstein-based amplitude- and airspeed-dependent operator $X_k^R(a, \delta_v)$. In a similar way, a Wiener-based amplitude- and airspeed-dependent operator $X_k^M(a, \delta_v)$ can be generated if required. To improve its prediction capabilities, the parameter-varying model $X_k^R(a, \delta_v)[X_k^M(a, \delta_v)]$ will be estimated based on the least-squares fit of the data recorded up to the actual nominal waypoint’s airspeed value [14].

### D. Robust Flutter/LCO Predictor Engine Formulation

Figure 6 schematically shows the devised flutter/LCO predictor engine as a combination of the nominal aeroelastic model $P$ (see Fig. 2) parameterized around the airspeed parameter $\delta_v$, together with the unknown dynamic operator $X_k^R(a, \delta_v)$ generated from a set of identified Hammerstein models at different airspeeds (i.e., $\{\gamma(\cdot), G_k^\text{nom}\}$ with $G_k^\text{nom} = F_k[G_k(V_0, \delta_v)]$).

A generalized condition of oscillation for this quasi-linear aeroelastic model is now proposed to accurately predict the flutter/LCO phenomena. In Fig. 6, the block $R_k^a$ is obtained by combining the linear elements $P$ and $G_k(V_0)$ using suitable LFT algebra (i.e., $R_k^a = F_k[P, G_k(V_0)]$). As in the previous section, a Wiener-based operator $R_k^w$ can be achieved.

The necessary condition for the existence of flutter/LCO is obtained as [25,26]

$$\det(I - F_k[R_k^a, N(a)], \delta_v), \delta v_{\text{fl}} = 0$$

(13)

Specifically, by fixing $N(a)$, a new linear operator is computed as $M_k^R = F_k[R_k^a, N(a)]$ ($M_k^M = F_k[R_k^a, N(a)]$). Then, by varying the airspeed parameter $\delta_v$, the least damped eigenvalues of $M_k^R (M_k^M)$ are driven to the imaginary axis, and the flutter/LCO boundaries are efficiently computed. The $\mu$-analysis framework is used here to detect flutter/LCO boundaries by computing the singularity of $M_k^R (M_k^M)$ as a function of the parameter uncertainty $\delta_v$.

After collecting aeroelastic response data from a set of stable and safe waypoints, either an airspeed-dependent operator $X_k^R(\delta_v)$ [$X_k^M(\delta_v)$] or an amplitude- and airspeed-dependent operator $X_k^R(a, \delta_v)$ [$X_k^M(a, \delta_v)$] can be generated. In the former case, the flutter speed and frequency is found by increasing the value of $\delta_v$ until the least damped eigenvalue of the operator $R_k^a (R_k^w)$ has a positive real part and the system become unstable. In the latter case, for each value of the amplitude parameter $a$, a new operator $M_k^R (M_k^M)$ is computed, and as in the previous case, the value of $\delta_v$ is increased until its least damped eigenvalue has a positive real part. In this way, by fixing the $N(a)$, the LCO boundary can be efficiently detected. As the waypoint airspeed is further increased during the flight expansion program, at a certain airspeed $V_0 = V^*_t$, a value of the amplitude parameter $a$ will be reached ($a = a^*$) at which the operator $M_k^R = F_k[R_k^a, N(a)]$ will already have its least damped eigenvalues located at the imaginary axis, even for $\delta_v = 0$. Therefore, the related LCO parameters will be defined as $V_{\text{LCO}} = V^*_t$ and $a_{\text{LCO}} = a^*$, respectively.

In other words, by updating an accurate linear aeroelastic model $P$ using engineering aeroelastic models [19] with the unknown dynamic operator shown in Fig. 5, $X_k^R(a, \delta_v)$, identified using data collected at several safe and stable waypoints, the proposed flutter/LCO engine can become a very useful tool within the control room to help the flight-test engineer to predict the flutter/LCO instability boundaries in real time.

### III. Application Example: Flutter/LCO Prediction of an Aeroelastic System

The selected case is a structurally nonlinear prototypical two-dimensional wing section. The nonlinearity included in the model is a memoryless quintic gain affecting the stiffness of the pitch motion through the pitch rotation of the airfoil, ($k_{\alpha} \alpha^5$). Note that only the order of the actual experimental nonlinearity is used, not the actual estimated coefficients as reported in [27].

Figure 7 shows the simulation setup to generate the linear/ nonlinear pitch angle signal $\gamma_1 = \alpha_1$ as well as other responses from the linear model. The simulated measured system output is the pitch angle $\alpha_1$, which is corrupted with a zero-mean Gaussian distributed white noise with a variable standard deviation $\sigma$, whereas the system input is the flap deflection $\beta_1$. A chirp signal is commanded to the flap to generate responses from the simulation. This chirp command ranges from 0.0 to 2.5 Hz over 32 s. The magnitude of this flap command is 10 deg.

In what follows, the unknown dynamics signal $e_k$ is defined as the difference between the measured signal $\gamma_1$ (linear/nonlinear dynamics) and the simulated linear part of the model, $\gamma_k = P_{\text{fl}} \bar{u}_k$.

It is then proposed that a Hammerstein model structure can identify the unmodeled dynamics from $N$ point data of the error signal $e_k$. 
In connection with the linear portion of the model, an explicit modeling error is incorporated by an inaccurate value of the pitch stiffness $k_w$. Therefore, an accurate linear model results when the nominal pitch stiffness equal to $k_w = 0.135$ m is used, whereas the inaccurate linear model is defined by $k_w = 0.26$ Nm/rad. This represents a 20% reduction (uncertainty) of the nominal pitch stiffness value. The geometry and main parameters to be used in the numerical simulations are those noted in Table 1 [27].

It is noted that by assuming a structural nonlinearity, the problem is simplified, given that the identified static map is shown to be invariant with respect to the airspeed. Hence, only the LTI part of the block-oriented model is transformed into a parameter-varying model throughout the airspeed parameterization process described in Sec. II.C. The basic representation of the pitch-plunge aeroelastic system under consideration is given by

$$M \ddot{\eta} + C \dot{\eta} + K \eta + X(I) = V^2 D \eta + V E \dot{\eta} + V^2 F \beta$$

(14)

where

$$E = \begin{bmatrix} -c_b \rho b \zeta_d -c_b \rho b^2 (0.5 - e) \\ c_m \rho b^2 -c_m \rho b^3 (0.5 - e) \end{bmatrix}, \quad F = \begin{bmatrix} -c_b \rho b \\ c_m \rho b^2 \end{bmatrix}$$

(15)

where the vector $\eta$ is defined as $\eta = [h \alpha]^T$. The function $X(I)$ represents an unknown, possibly nonlinear, contribution to the dynamics. The dynamics in Eq. (14) can be reformulated in a form that includes feedback relationships between the known dynamics and the unknown dynamics along with a perturbation to airspeed. As mentioned in Sec. II, the airspeed is replaced with a nominal value plus a perturbation parameter (i.e., $V = V_0 + \delta V$). These definitions allow Eq. (14) to be written as Eq. (16):

$$\ddot{\eta} = M^{-1}(V_0 D - K) \eta + (V_0 E - C) \dot{\eta} + V_0^2 F \beta - w_I + w_1 + w_3$$

(16)

The derivation of the required expression is accomplished by introducing the set of signals defined in Eq. (17):

$$l = \eta, \quad w_I = X(I)$$

$$z_1 = 2V_0 D \eta + E \dot{\eta} + 2V_0 F \beta, \quad w_1 = \delta V z_1$$

$$z_2 = D \eta + F \beta, \quad w_2 = \delta \alpha z_2$$

$$z_3 = w_2, \quad w_3 = \delta \alpha z_3$$

(17)

The nominal LFT aeroelastic model $P$ is expressed in state-space form in Eq. (18) [14]:

$$\begin{bmatrix} \dot{\eta} \\ \dot{\beta} \end{bmatrix} = \begin{bmatrix} A_P & B_P \\ C_P & D_P \end{bmatrix} \begin{bmatrix} \eta \\ \dot{\eta} \\ \eta \\ \dot{\eta} \end{bmatrix}$$

(18)
with the quadruple matrices \((A_P, B_P, C_P, \text{ and } D_P)\) defined as

\[
A_P = \begin{bmatrix}
0 & M^{-1}(V_0^2 D - K) & M^{-1}(V_0 E - C) \\
0 & 0 & 0 \\
2V_0^2 D & 0 & 0 \\
0 & I & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{bmatrix}
\]

\[
B_P = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
2V_0^2 F & 0 & 0 \\
\end{bmatrix}
\]

\[
C_P = \begin{bmatrix}
2V_0^2 D & 0 & 0 \\
0 & E & 0 \\
0 & I & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{bmatrix}
\]

\[
D_P = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

and the vector \(t_u = [0 \ 1]\) selects the pitch angle variable (i.e., \(\dot{\phi} = t_u \eta = \alpha\)).

A. Linear and Nonlinear Instability Boundaries: Direct Simulation Results

The linear and nonlinear instability boundaries for this case study are computed by switching off/on the actual quintic nonlinearity using a fixed-step-size numerical integration scheme implemented in Simulink (Dormand–Prince) [28]. The qualitative and quantitative changes are depicted in Fig. 8. It shows only a measure of the magnitude (or norm) of an equilibrium point or limit cycle of the nonlinear aeroelastic system [3].

On the same plot, the time traces of both the aileron deflection excitation signal (chirp) \(\beta(t)\) and the pitch angle \(\alpha(t) = \bar{\alpha}(t)\) are included. It can be observed that the divergent as well as the constant oscillatory behaviors related with the flutter and LCO phenomena are present.

<table>
<thead>
<tr>
<th>Airspeed, m/s</th>
<th>Flutter/LCO</th>
<th>LCO amp., rad</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.11</td>
<td>FLT</td>
<td>——</td>
</tr>
<tr>
<td>10.56</td>
<td>LCO</td>
<td>0.72</td>
</tr>
<tr>
<td>11.04</td>
<td>LCO</td>
<td>0.76</td>
</tr>
<tr>
<td>12.00</td>
<td>LCO</td>
<td>0.82</td>
</tr>
<tr>
<td>13.00</td>
<td>LCO</td>
<td>0.85</td>
</tr>
<tr>
<td>14.00</td>
<td>LCO</td>
<td>0.88</td>
</tr>
<tr>
<td>15.00</td>
<td>LCO</td>
<td>0.91</td>
</tr>
<tr>
<td>16.00</td>
<td>LCO</td>
<td>0.94</td>
</tr>
</tbody>
</table>

Technically, by switching off the quintic nonlinearity, the flutter instability point is obtained when the speed achieves a value \(V_f = 12.11\) m/s. On the contrary, when the nonlinearity is present, a presumably subcritical bifurcation LCO phenomenon arises. The

![Simulated flutter/LCO boundary, (noisy case).](image)

![Measured and simulated pitch angle response to a chirp input at \(V_0 = 12\) m/s.](image)
so-called saddle-node point is achieved at \( v_{LCO} = 10.561 \) m/s with a pitch amplitude of \( \alpha_{LCO} = 0.6979 \) rad.

In what follows, the general formulation laid out in Sec. II.D will be employed to predict the flutter/LCO boundaries, and those results will be compared with the results depicted in Fig. 8. Additionally, Table 2 indicates the associated flutter/LCO coordinates represented by the square points in Fig. 8.

### B. Linear Prediction Case–Flutter

Responses of the aeroelastic pitch-plunge dynamics are simulated to illustrate the differences between the true system and the assumed model. The known dynamics operator \( P \) is built using the inaccurate pitch stiffness parameter \( k_o = 2.16 \) Nm/rad. Hammerstein models are computed to represent these differences at various values of airspeeds. In this way, the estimation process actually identifies the unknown dynamics in the model that account for the differences between measured and predicted responses.

Responses are computed at airspeeds ranging from \( V_0 = 5 \) to 12 m/s; hence, a total of 8 responses at stable and safe test points are computed. The pitch angle in response to the chirp command is shown in Fig. 9 for the selected airspeed of \( V_0 = 12 \) m/s.

Figure 9a shows the measured linear dynamic \( \tilde{y}_i \) (solid line) together with the response of the inaccurate linear model \( y_i \) (dotted line). The model response differs in both magnitude and period of oscillation from the true response.

By assuming a linear representation for the static map \( h(q) = 1 \), the Hammerstein model identification algorithm described in Sec. II.B is used to estimate the linear dynamic operator \( G_x(V_1) \) for the unknown dynamics \( e_k \). The dotted line in Fig. 9b shows the time trace of the identified \( \hat{e}_k \) signal. Clearly, a good agreement between \( e_k \) and \( \hat{e}_k \) is obtained, because it is almost impossible to distinguish one from the other.

Figure 9c present the time trace of the simulated pitch response \( \tilde{y}_k \) (solid line) and the output from the updated model \( y_k + \hat{e}_k \) (dotted line). Note that in addition to the inaccurate linear model used to generate the basis functions \( \{ B_i(q) \}_i = 0 \), the block-oriented identification approach is capable of accurately reproducing the actual dynamic behavior \( \tilde{y}_k \).

### Table 3 Predicted flutter boundary summary

<table>
<thead>
<tr>
<th>Model</th>
<th>Flutter speed, m/s</th>
<th>Flutter freq., Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>True</td>
<td>12.11</td>
<td>2.11</td>
</tr>
<tr>
<td>( F_s[P, \delta_i] )</td>
<td>12.38</td>
<td>2.08</td>
</tr>
<tr>
<td>( F_s[R_1, \delta_i] )</td>
<td>12.31</td>
<td>2.09</td>
</tr>
<tr>
<td>( F_s[R_2, \delta_i] )</td>
<td>12.29</td>
<td>2.09</td>
</tr>
<tr>
<td>( F_s[R_3, \delta_i] )</td>
<td>12.28</td>
<td>2.09</td>
</tr>
<tr>
<td>( F_s[R_10, \delta_i] )</td>
<td>12.27</td>
<td>2.09</td>
</tr>
<tr>
<td>( F_s[R_12, \delta_i] )</td>
<td>12.13</td>
<td>2.10</td>
</tr>
</tbody>
</table>

Fig. 10 Measured and simulated pitch angle response to a chirp input at \( V_0 = 9 \) m/s.
On the contrary, when the airspeed $V_{fl}$ is computed until $V_{0}$, the excitation chirp signal will mask the weakly embedded nonlinearity up to an airspeed higher than $V_{0}$.

The flutter boundary is solved by combining the linear elements $P$ and $G_{V}(V_{0})$ [included in $X^{k}(\delta_{r})$] using suitable LFT algebra, and the nominal aeroelastic model to be included in Eq. (13) for this linear case is defined as $R_{v}$. The speeds at which flutter is predicted to occur are shown in Table 3.

The initial available model at $V_{0} = 5$ m/s and $F_{i}[P, \delta_{r}]$ predicts a flutter speed higher than the true dynamics, with about 2.29% error. The achieved flutter-frequency error is in defect for nearly $\pm 1.12\%$. Clearly, this model does not include any unknown dynamics operator, and the flutter parameters are computed by finding the smallest perturbation $\delta_{r}$ that renders unstable the least damped eigenvalue of the state matrix $A_{p}$ of Eq. (18).

Because of the quadratic matrix polynomial function of the airspeed defined by Eq. (10), the unknown dynamics operators are valid from $V_{0}$ to 7 m/s. It is observed that as the amount of recorded waypoint data used to estimate the unknown dynamics operator is increased, the flutter/LCO framework is able to accurately predict flutter very close to the actual flutter speed. For example, at $V_{0} = 11$ m/s, the operator $F_{i}[R_{11}, \delta_{r}]$ is able to predict both the flutter speed and frequency parameters within 0.9% of their true values.

Following Sec. II.C, a parameter-varying (airspeed-dependent) model $X^{k}(\delta_{r}) = G_{V}$ for the unknown dynamics $e_{k}$ is computed using waypoint data collected up to $V_{0}$; that is, $X^{k}(\delta_{r})$ will account for data collected from $V_{0}$ until $V_{10}$, inclusive. In other words, the parameter-varying models are formulated to accurately predict the unknown dynamics at any airspeed higher than $V_{0}$.

As expected, the presence of the strong colored noise in the output signal will mask the weakly embedded nonlinearity up to an airspeed of $V_{0} = 9$ m/s. Therefore, a blended identification scenario was considered to be necessary to implement.

For waypoints with the airspeed parameter ranging between $V_{0} = 7$ to 9 m/s, a linear static map was recovered, whereas for the remnant test points, a nonlinear static map was estimated. Figures 10a and 11a show the noisy nonlinear dynamics $\tilde{y}_{k}$ (solid line) together with the response of the inaccurate linear model $y_{k}$ (dotted line). Figures 10b and 11b present the time traces of the identified unknown dynamic $\hat{e}_{k}$ signals using the blended identification approach. A good agreement is achieved between measurements and predictions, even with the presence of strong colored noise in the output signal $\tilde{y}_{k}$.

It is observed that a linear static map is sought to be the best operator to fit the data with the airspeed parameter ranging between $V_{0} = 7$ to 9 m/s (see Fig. 10c). On the contrary, when the airspeed exceeds that threshold value of $V_{0} = 10$ m/s, the excitation chirp signal is able to sufficiently excite the nonlinearity (Fig. 11c).

As anticipated, the noise will affect the estimated nonlinearity coefficients, but not the order of the identified polynomials as the nominal airspeed parameter $V_{0}$ is changed (i.e., different waypoints). Hence, the identification stage already indicates that a nonlinearity of structural origin has been found. Finally, Figs. 10d and 11d point out

---

**C. Nonlinear Prediction Case: LCO**

Noisy responses are generated at airspeeds ranging from $V_{0} = 5$ to 10.5 m/s, providing a set of 7 stable and safe waypoint conditions. The initial available model at $V_{0} = 5$ m/s and $F_{i}[P, \delta_{r}]$ predicts a flutter speed higher than the true dynamics, with about 2.29% error. The achieved flutter-frequency error is in defect for nearly $\pm 1.12\%$. Clearly, this model does not include any unknown dynamics operator, and the flutter parameters are computed by finding the smallest perturbation $\delta_{r}$ that renders unstable the least damped eigenvalue of the state matrix $A_{p}$ of Eq. (18).

Because of the quadratic matrix polynomial function of the airspeed defined by Eq. (10), the unknown dynamics operators are valid from $V_{0}$ to 7 m/s. It is observed that as the amount of recorded waypoint data used to estimate the unknown dynamics operator is increased, the flutter/LCO framework is able to accurately predict flutter very close to the actual flutter speed. For example, at $V_{0} = 11$ m/s, the operator $F_{i}[R_{11}, \delta_{r}]$ is able to predict both the flutter speed and frequency parameters within 0.9% of their true values.
that noisy pitch responses \( \tilde{y}_p \) (dotted line) are accurately recovered throughout the updated models \( y_k + \epsilon_k \).

This set of identified Hammerstein models are subsequently used to build the amplitude- and/or airspeed-dependent operators, \( X^R(\delta_i) \) or \( X^L(\alpha, \delta_i) \), that include the parameter-varying model \( G_i \) for the unknown dynamics \( \epsilon_i \). At each airspeed, a parameter-varying model is computed based on a least-squares fit of data collected up to the actual waypoint’s airspeed.

Figure 12 shows the linear and nonlinear direct simulation results, together with those of the flutter/LCO predictor tool. It is observed that as the pitch amplitude is varied, the proposed blended identification scenario generates two types of graphs. Vertical lines are related with the identified linear airspeed-dependent operator \( X^R(\delta_i) \), and curved lines are associated with the quasi-linear amplitude- and airspeed-dependent operator \( X^L(\alpha, \delta_i) \).

Along the plot, several markers are used to ease understanding; that is, a diamond, a downward triangle, a circle, and an upward triangle represent a set of discrete amplitude values (namely, \( a \equiv \epsilon_0 = \{0, 0.2, 0.4, 0.6\} \)). The corresponding values on the flutter/LCO graphs are denoted using an \( \times \).

By replacing the identified static map \( \gamma(\cdot) \) with its sinusoidal input describing function \( N_i(\alpha) \), it allows an implicit parameterization around the amplitude \( a \) of the nonlinearity’s input signal. For a fixed \( N_i(\alpha) \) value, a new linear operator is computed as \( M_i = F_i[R_i, N_i(\alpha)] \), and by driving the least damped eigenvalues of \( M_i \) to the imaginary axis through the airspeed parameter \( \delta_i \), the flutter/LCO boundaries in Fig. 12 are traced out.

Table 4 summarizes the most valuable points on the graphs, which are the estimated flutter points associated with linear aeroelastic instability and the estimated saddle-node or turning points on the subcritical bifurcation diagram. It is observed that as the airspeed is increased and more information is available to generate the parameter-varying models \( G_i \) included in the linear \( R_i \) or quasi-linear \( M_i \) operators, the prediction capability of this novel formulation is greatly improved.

A valid question left unanswered until now is when the flight-test engineer will be confident with the flutter/LCO boundaries prediction. Unfortunately, it remains as an open question at this stage of the research. More work is necessary using waypoint data coming from actual flutter envelope-expansion programs to set up some kind of control-room guidelines for the proposed flutter/LCO prediction framework.

A preliminary criteria adopted here was to observe how the predicted saddle-node point was evolving regarding the waypoint’s nominal airspeed. If the former is close enough to the latter, then the airspeed interval for the next waypoint is halved. That was the approach followed during the generation of Fig. 12; that is, at \( V_0 = 10 \text{ m/s} \) the predicted saddle-node point airspeed is \( V_{\text{LCO}} = 10.112 \text{ m/s} \), and so the next waypoint airspeed was chosen at \( V_0 = (10 + 0.5) \text{ m/s} \), giving rise to a saddle-node point airspeed of \( V_{\text{LCO}} = 10.624 \text{ m/s} \).

Nevertheless, the obtained results are very encouraging considering that we are formulating a control-oriented quasi-linear approach to predict the instability boundary of a complex nonlinear phenomenon.

### IV. Conclusions

In contrast to the current state-of-the-art limit-cycle-oscillation (LCO) prediction methodology that employs high-level computational fluid dynamics methods with built-in nonlinear models, the proposed framework blends several well-established control-oriented concepts such as model uncertainty, linear fractional transformation algebra, \( \mu \) analysis, and block-oriented operator identification. The outcome is an efficient tool capable of identifying, characterizing, and predicting stability margins that reflect both flutter and LCO boundary instabilities.

Based on the presented results, it was found that the underlying model-updating approach has been shown to properly account for

---

**Table 4 Predicted flutter/LCO values summary**

<table>
<thead>
<tr>
<th>Model</th>
<th>Flutter speed, m/s</th>
<th>LCO speed, m/s</th>
<th>LCO amp., rad</th>
</tr>
</thead>
<tbody>
<tr>
<td>True</td>
<td>12.11</td>
<td>10.56</td>
<td>0.69</td>
</tr>
<tr>
<td>( F_i[R_i, \delta_i] )</td>
<td>12.29</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>( F_i[R_m, \delta_i] )</td>
<td>12.28</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>( F_i[M_{10.5}, \delta_i] )</td>
<td>12.22</td>
<td>10.11</td>
<td>0.76</td>
</tr>
<tr>
<td>( F_i[M_{10.5}, \delta_i] )</td>
<td>12.22</td>
<td>10.62</td>
<td>0.74</td>
</tr>
</tbody>
</table>

Fig. 12 Simulated and predicted flutter/LCO boundaries.
linear errors and unmodeled nonlinearities, as well as to include dependency on the nonlinearity’s input amplitude and flight conditions. Clearly, such updated models will provide a substantially improved online prediction capability for flutter/LCO phenomena.

In summary, this paper has showed the following facts:

1) The development of block-oriented models was tuned with the modal dynamics embedded in the experimental data. Specifically, parameter-dependent Hammerstein and Wiener models were devised to characterize the observed nonlinear behavior.

2) The formulation of a novel control-oriented flutter/LCO prediction tool using the data-based amplitude- and airspeed-dependent operators, $\tilde{X}(\delta_l)$, and/or $\dot{X}(a, \delta_l)$, came from the block-oriented identification stage.

3) The application of the control-oriented flutter/LCO framework to a nonlinear aeroelastic pitch-plunge model validated the prediction-engine core algorithms.
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