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Abstract
In the absence of a high-fidelity physics-based prognostics model, data-driven prognostics methods are widely adopted. In 
practice, however, data-driven approaches often suffer from insufficient training data, which causes large training uncertainty 
that hinders the Digital twin (DT)-based decision-making. In such a case, the integration of low-fidelity physics with a data-
driven method is highly demanded. This paper introduces physics-informed neural network (PINN)-based prognostics that 
can utilize low-fidelity physics information, such as monotonicity or the sign of curvature. Low-fidelity physics information 
is included as a constraint during the optimization process to reduce the training uncertainty in the neural network model by 
preventing unrealistic predictions. The proposed method is applied to two case studies to demonstrate the effect of reduc-
ing the prediction uncertainty and the robustness to the variability in test data. The two case studies show that PINN-based 
prognostics can successfully reduce the prediction uncertainty and yield more robust prognostics performance than the 
ordinary neural network.

Keywords  Physics-informed neural network · Prognostics · Uncertainty quantification · Remaining useful life

1  Introduction

One of the promising technologies of industry 4.0 is a smart 
factory that aims to improve productivity in the manufactur-
ing process. For the successful application of smart factories 
to the real industry, a digital twin (DT) which represents the 
virtual counterpart of a factory, manufacturing, and prod-
uct is considered an essential ingredient since it supports 
decision-making throughout the lifecycle of the system. It is 
well known that the DT can be combined with prognostics 
and health management (PHM) to minimize downtime and 

maintain reliable system operation. PHM is a key function 
for predictive maintenance to estimate the current health 
condition of the system and predict the remaining use-
ful (Negri et al. 2021). PHM consists of two approaches, 
namely, physics-based and data-driven approaches (Lei 
et al. 2018; Kim et al. 2021; Lee et al. 2014). The former 
utilizes physics models describing the behavior or degra-
dation of target systems, whereas the latter employs artifi-
cial intelligence (AI) or machine learning (ML) to build a 
surrogate model to replace the physical one. Two methods 
have their own pros and cons. The physics-based method 
is considered the most accurate approach. However, it is 
challenging to obtain or establish a high-fidelity physics 
model for a complex system. On the other hand, the data-
driven approach does not require an in-depth understanding 
of physics. Based on the existing training dataset, the data-
driven approach aims to find the hidden pattern behind the 
data. In the absence of physical knowledge, the data-driven 
approach is considered an alternative method to the physics-
based approach. This is why most recent researches focus 
on data-driven methods for both fault diagnosis (Kim and 
Choi 2019; Kim et al. 2020a; Ham et al. 2019) and prognosis 
(Wang 2010; Heimes  2008). Moreover, the rise of deep-
learning algorithms and the improvement in computational 
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power accelerate the influx of various machine learning 
algorithms into the PHM research field. There is no doubt 
that it is the renaissance of data-driven methods. Data-driven 
approaches, however, cannot be free from their inherent 
limitations. The main bottleneck of data-driven approaches 
is the requirement of a huge amount of training data. Insuf-
ficient training data can cause poor accuracy and large train-
ing uncertainty that hinders appropriate decision-making. 
In practice, it is almost impossible to obtain a large amount 
of fault data of a real mechanical or electrical system in 
the engineering field. This problem becomes worse for fault 
prognostics that aims to predict the remaining useful life 
of the engineering system. Different from fault diagnostics, 
prognostics focuses on the extrapolation region that cannot 
be covered with existing training data. Moreover, there are 
no decision-makers or maintenance engineers who operate 
their engineering assets until failure. This is considered the 
most significant challenge when adopting AI- or ML-based 
prognostics. Considering that the DT aims to support the 
decision-makers with a number of functions such as param-
eter optimization, monitoring, and behavior prediction based 
on the PHM (Lim et al. 2020), this challenge is directly per-
tinent to the performance of the DT.

To alleviate the drawback of data-driven approaches, inte-
grating physical knowledge with the neural network (NN) is 
demanding. A physics-informed neural network (PINN) is 
an emerging approach that encodes physical laws or physi-
cal knowledge into the NN to benefit from physics-based 
and data-driven methods simultaneously. Most of their 
applications focus on solving governing partial differential 
equations by utilizing available data and boundary condi-
tions (Raissi et al. 2019; Yang et al. 2020; Meng et al. 2020; 
Mao et al. 2020; Fang and Zhan 2019). Representatively, 
Raissi et al. (2019) presented the basic concept of PINN 
that integrates a governing equation, which is crucial math-
ematical information to describe the physical behavior of 
the system, into a NN framework. They showed a systematic 
methodology to solve the forward and inverse problems of 
a non-linear partial differential equation (PDE). Yang et al. 
(2020) demonstrated a new class of physics-informed gen-
erative adversarial networks to solve the forward, inverse, 
and mixed problems of PDE based on the limited number of 
measurements. Meng et al. (2020) pointed out that original 
PINN becomes computationally intractable for long-time 
integration of time-dependent PDE. To address this prob-
lem, they proposed parallel-in-time PINN, which solved two 
different PDEs using a coarse-grained solver.

The application of PINN is not limited to solving PDE 
but also applied to fault prognostics. Nascimento and Viana 
introduced a novel approach that encodes the physics model 
(i.e., Paris law) into a recurrent neural network (Nascimento 
and Viana 2019). They demonstrated that the physics-
informed layer can be used to predict the next crack size. 

Yucesan and Viana (2021, 2020, 2022) proposed a hybrid 
model that is designed to merge physics-informed and data-
driven layers within the deep neural network to predict bear-
ing fatigue. Nascimento et al. (2021) developed a hybrid 
modeling approach that incorporates reduced-order models 
and NN to build a battery prognostics model. Dourado and 
Viana (2020) presented PINN to compensate for the missing 
physics of corrosion in the fatigue model and proved that 
the prediction result from PINN was good. Goswami et al. 
(2020) proposed a PINN integrating phase-field modeling 
into a NN.

The state-of-the-art fault prognostics using PINN shows 
that researchers successfully put the first step of embedding 
physical models into the NN framework. Prior research on 
PINN-based prognostics, however, still has the following 
critical limitations that should be explored further:

•	 A high-fidelity physical model is still required to be 
embedded into the NN framework. As mentioned above, 
it is not trivial to obtain a high-fidelity physical model in 
the real industrial field.

•	 In reality, crude/abstract physical information is often 
available. In some cases, physical information is in the 
form of expert opinions and does not have a mathemati-
cal formula. Nevertheless, there is no work explicitly 
encoding the low-fidelity physical information into the 
NN framework.

•	 The existing method of modifying the loss function did 
not focus on the extrapolation region, which means that 
their modified loss function in only trained within the 
interpolation region.

•	 Existing research using the PINN requires the run-to-fail 
data to train their prognostics model. However, it is unre-
alistic to assume that there is a large number of training 
data in the real field.

•	 The performance of data-driven prognostics is evaluated 
for the fixed testing datasets. The training process of NN 
divides the existing training data into training, validation, 
and testing data. The uncertainty in the existing dataset 
and the arbitrary separation of training, validation, and 
testing data contribute to uncertainty in the NN model. 
The contribution of data uncertainty should be quantified 
appropriately.

Motivated by these limitations, we aim to propose a new 
framework of PINN with low-fidelity physical information 
for the DT. The performance of the proposed method is 
evaluated on a synthetic dataset generated from Paris' law 
that describes the crack growth. To quantify the uncertainty 
in testing data, multiple noise perturbations from the same 
distribution are added to the true crack growth behavior. 
The major contributions of this paper can be summarized 
as follows:
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•	 A framework of physics-informed neural network-based 
prognostics is proposed with low-fidelity physical infor-
mation

•	 Physical information in the extrapolation region is 
included in the form of a constraint during the optimiza-
tion of neural work

•	 To address the problem of the lack of run-to-fail train-
ing data, the proposed method is developed based on the 
assumption that there is no run-to-fail data to train the 
neural network.

•	 Training uncertainty in NN is significantly reduced by 
integrating physical information

•	 Data uncertainty is quantified by using synthetic meas-
urement data

The remainder of the paper is organized as follows. Sec-
tion 2 describes the background of the physical information 
for prognostics and types of uncertainty in NN. Section 3 
details the proposed method. In Sect. 4, the proposed PINN-
based prognostics is applied to case studies for cooling fan 
bearing prognostics and a crack growth problem. For the 
cooling fan bearing prognostics, the effectiveness of the pro-
posed method is demonstrated. Then, the robustness of the 
algorithm is invested using the crack growth data generated 
from Paris’ law. Finally, the paper is concluded with discus-
sions and future works in Sect. 5.

2 � Background

2.1 � Physical information

There have been several trials to integrate physics-based and 
data-driven prognostics (Yucesan and Viana 2021, 2020, 
2022; R. Giorgiani do Nascimento, F. Viana, M. Corbetta, 
and C. S. Kulkarni 2021; Dourado and Viana 2020; Gos-
wami et al. 2020). In their approaches, they assumed that 
an accurate physical degradation or dynamic model exists. 
However, such a hybrid approach may not be effective if a 
high-fidelity physical model exists. Moreover, it is hard to 
establish a high-fidelity physical model that describes the 
degradation trends or dynamics of engineering systems. 
This problem becomes worse for system-level or multiple 

component degradation cases. Therefore, it is necessary to 
define the fidelity of physical knowledge and develop an 
appropriate hybrid approach to maximize the utilization of 
physical information.

In this paper, physical knowledge is categorized into four 
levels as shown in Table 1, and a hybrid prognostics method 
is developed with low-fidelity physical information. For the 
purpose of explanation, each level of physical information 
is explained with a crack growth problem, where at , zt , N , 
u , and � represent the real crack size, measured crack size, 
cycle, other parameters related to operating condition, and 
model parameters, respectively. Level 0 refers to the situa-
tion when there is no available physical information about 
the target system. Then, the only possible choice is to build 
a data-driven model (i.e., a black-box model). Level 1 is 
the lowest level of available physical information that repre-
sents the crude behavior of parameters that is ‘not accurate 
but informative.’ For example, it is widely known that pres-
sure decreases when altitude increases. In the case of crack 
propagation, the crack size can only increase over time; i.e., 
da∕dN ≥ 0 . This kind of information sometimes depends 
on domain knowledge or human expertise. The second level 
is a low-fidelity model (i.e., empirical model) that can be 
easily found in the battery prognostics. Many engineering 
problems rely on the empirical model since it is difficult 
to develop a high-fidelity model that is based on complete 
physical reasoning. Finally, level 3 is considered the most 
informative physical information. At this level, a reliable 
physical model is available, which can describe the behavior 
of the system operation or degradation, such as Paris’ law 
(Paris and Erdogan 1960) or Huang’s model (Huang et al. 
2008) for crack propagation. It is hard to justify utilizing 
a data-driven or hybrid method because the high-fidelity 
physical model performs always better. According to the 
current categorization, levels 0 and 3 are out of the discus-
sion because it is obvious to use a data-driven method for 
level 0 and a physics-based method for level 3. The main 
concern of this paper is how to utilize the low-fidelity physi-
cal information (i.e., levels 1 and 2) in the context of data-
driven prognostics.

Even if the main purpose of many hybrid methods is 
to improve the accuracy of prognostics, the focus of this 
paper is on uncertainty reduction. Figure 1 illustrates how 

Table 1   Description of the 
levels of available physical 
information

Level Description Approach Expression

0 No physical meaning Data-driven zt = f (zt−1, u)

1 The behavior of physical parameters
Low-fidelity physical knowledge

- da

dN
≥ 0

2 Low-fidelity physical model
Incomplete model

Empirical model z = g(N, �)

3 High-fidelity model
Physical model

Physics-based da

dN
= C(ΔK)m



	 S. Kim et al.

1 3

255  Page 4 of 16

the physical information contributes to improving the per-
formance of the data-driven method. Under the limited 
number of training data, data-driven methods contain large 
uncertainty plotted with the blue line. Low-fidelity physi-
cal information about the range of output can define the 
feasible region of the output and shape the uncertainty in 
the prediction from the data-driven method. The red dashed 
line shows the reduced uncertainty by the physics-informed 
neural network.

2.2 � Uncertainty in neural network

For a safe decision-making process, it is crucial to identify 
the sources of uncertainty and quantify them. Among many 
sources of uncertainty, this paper focuses on two uncertain-
ties: training uncertainty and data uncertainty. In the follow-
ing subsections, each type of uncertainty is introduced along 
with the uncertainty quantification method.

2.2.1 � Training uncertainty

In the training process of NN, three factors contribute to 
uncertainty in NN as shown in Fig. 2. The first factor is 
related to the early stopping criterion, which is widely used 
to prevent overfitting. The early stopping criterion divides 
training data into training and validation sets and terminates 
the training process when the error in the validation set 
begins to increase. In this process, the model performance 
can be different depending on how the training and valida-
tion sets are selected. The second factor is associated with 
a network structure, including the number of nodes and lay-
ers and types of activation functions. This corresponds to 
a model-form uncertainty of NN. The last factor is due to 
optimization algorithms. Since optimization algorithms can 
only find local optima based on initial values of parameters, 
the trained parameters may be different with different start-
ing points. The uncertainty caused by these three factors is 
referred to as training uncertainty in this paper.

To remove the uncertainty of selecting the validation set, 
this paper used a physics-based constraint term to prevent 
the model from overfitting. This approach makes it possible 
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to avoid overfitting and remove the uncertainty in data selec-
tion. Different from the early stopping criterion, it is pos-
sible to utilize all data for the training set. Traditionally, 
the constraint term has been defined as the square sum of 
model parameters (i.e., weights) (Goodfellow et al. 2016). 
However, the traditional constraint term does not contain 
any physical meaning. In this paper, a physics-based con-
straint term is proposed based on domain knowledge in the 
extrapolation region. As a result, it is possible to remove the 
uncertainty in selecting the validation set and make full use 
of training data.

2.2.2 � Data uncertainty

Condition monitoring data that are used for PHM con-
tain noise due to measurement environment or unknown 
factors. Since the nature of the noise is random, the data 
will be different every time they are measured. This type 
of uncertainty in measured data is aleatory uncertainty, 
and they are irreducible unless the measurement method 
is changed. In order to simulate the effect of random noise, 

often accurate data are generated using a physics model, 
and then, random noise is added to the data. Figure 3 illus-
trates that measured data can be different even under the 
identical true degradation function and the same statisti-
cal distribution of noise. In this case, two different sets of 
random noise, n, are generated from a uniform distribution 
between ±0.003 and are added to the same degradation 
curve (black solid line). Even if the two sets of data are 
generated from the same distribution of noise, Figs. 3a 
and b visually show quite different data. In Fig. 3a, meas-
ured data seem to be close to the ground truth and the 
noise looks small between 4000 and 6000 cycles, whereas 
Fig. 3b has evenly distributed noise. This figure implies 
that the performance of NN can be different for different 
sets of training data, which is referred to as data uncer-
tainty in this paper. To quantify the data uncertainty and 
investigate the robustness of the NN model, in this paper, 
the performance of the NN is evaluated for different sets 
of noise (i.e., different random samples of n with the same 
level of noise).

Fig. 2   Training uncertainty in neural network
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3 � Proposed method

Prognostics aims to predict the future trend based on infor-
mation from the past. This can be considered as predicting 
the extrapolation region (future time) using training data 
in the interpolation region (past time). Since the training 
process identifies the model parameters of NN (i.e., weights 
and biases) by minimizing the error between predictions 
and training data within the interpolation region, predic-
tion uncertainty dramatically increases in the unexplored 
extrapolation region where training data cannot cover. The 
primary reason for this uncertainty is the lack of data, which 
causes NN predictions not to satisfy the underlying physics. 
To reduce the prediction uncertainty in NN, it is necessary 
to guide the training process for the extrapolation region 
with physical knowledge. Therefore, the main idea of the 
proposed method is to train the NN with both training data 
in the interpolation region and physical knowledge for the 
extrapolation region simultaneously. Especially, the physi-
cal knowledge used in this method is low-fidelity physical 
information that refers to level 1 introduced in Sect. 2.1.

Figure  4 shows the basic concept of the proposed 
approach. Assume that there are training data whose input 
data and label are � and � , respectively. Then, the NN 
whose weights and biases are � can calculate the inter-
polation error, MSE , between the output, �̂ , and label, � . 
The NN can also predict the outputs in the extrapolation 
region, �̂

p
 , whose input is denoted as �� based on the cur-

rent weights and biases. Different from the interpolation 

error, MSE , it is impossible to obtain the error for the 
extrapolation region since there is no available data in 
this region. Instead, the predictions can be penalized if 
they violate low-fidelity physical information. This type 
of penalty function is expressed as phy(⋅) . The cost func-
tion for the training process is defined by combining the 
interpolation error and physical constraint as

where � represents the Lagrange multiplier. The objective 
is to train the NN parameters in the manner of supervised 
learning with training data as well as to minimize the viola-
tion of physical knowledge.

The readers might realize that the physical constraint 
term may act as a role of a regularization term such as L1 
and L2 norms of parameters, which reduces the complexity 
of the NN model due to overfitting. In the same manner, 
the physical constraint term ensures that the NN is gen-
eralized better for the data by preventing overfitting. An 
advantage of the constraint based regularization for the 
NN is that it can utilize the whole training data set (Good-
fellow et al. 2016). As a result, the proposed method will 
find the optimum weights and biases, � , that minimize the 
cost function while satisfying the physical knowledge. It 
should be noted that it is possible to use different opti-
mization algorithms to find the optimal � depending on 
the form of physical constraint derived from the physical 
knowledge.

(1)cos t = MSE + 𝜆 ⋅ phy
(

ŷp
)

,

Fig. 4   The framework of physics-informed neural network
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4 � Case studies

In this paper, we employed two case studies with differ-
ent purposes. In the first case study, the effect of the pro-
posed method in uncertainty reduction is demonstrated 
using cooling fan run-to-fail data. Synthetic crack propa-
gation data generated from the Paris law are used for the 
second application. This study shows the robustness of the 
proposed method for the uncertainty in test data. The com-
mon assumption for both studies was that there is no histori-
cal run-to-fail data to train data-driven methods, but only 
domain knowledge exists. This assumption makes the con-
ventional approaches based on curve fitting or extrapolation 
since they require the empirical degradation model, which 
can be obtained from the historical run-to-fail data.

4.1 � Cooling fan bearing degradation

Cooling fans are important components for air circulation 
and temperature control in many industrial fields. Its mal-
function or degradation of cooling efficiency can lead to 
serious damage to the core systems (Peng and Su 2021). In 
this case study, the proposed method is applied to the prog-
nostics of cooling fan bearing. For this purpose, experiments 
were conducted to obtain the cooling fan run-to-fail data.

4.1.1 � Experimental setup

For the experiment, the DC cooling fan unit was mounted on 
the test rig with four bolts, and an accelerometer is installed 
next to the bearing. The specification of the bearing, NSK 
693ZZ, is given in Table 2. Figure 5a shows the cooling fan 
bearing test rig in which the run-to-fail data are obtained. For 
the accelerated life test, a bolt is mounted on one of the blades 
to increase the imbalance force, and the cooling fan was oper-
ated at an elevated temperature of 70◦C in the chamber shown 
in Fig. 5b. Acceleration signals were obtained every 10 min 
for 2.5 s, which is counted as one cycle in this paper. The 
cooling fan was operated at 3000 rpm and the experiment was 
stopped when the kurtosis of signals reached 4 g since the 
kurtosis value of normal bearing is equal to 3 g (Kim et al. 
2020b). In Fig. 5c, acceleration signals that were obtained for 
about 120 h are shown. To implement an effective prognostics 
algorithm, it is important to extract a feature that reflects the 

health condition of the cooling fan. Among various types of 
features, we defined a health index of the bearing as the root-
mean-square (RMS) of acceleration signals at each cycle, since 
it is one of the widely used statistical measures that are effec-
tive for bearing condition monitoring, and its trend over time 
is shown in Fig. 5d. It should be noted that the development 
of an effective health index for condition monitoring is out of 
the scope of this paper. In the real application, any features or 
health index can be used for the proposed PINN.

4.1.2 � Implementation of PINN

In this case study, we assumed that there is no historical run-
to-fail data but domain knowledge about the bearing degrada-
tion behavior. In other words, the ANN will be used to predict 
future behavior without historical run-to-fail data. Two kinds 
of physical knowledge are employed for this case study. First, 
the bearing degradation process is divided into three stages: 
the normal condition, smooth wear condition, and severe wear 
condition before failure (Shi et al. 2021). This knowledge is 
adopted by using time t, t2 and t3 as inputs for the PINN to 
predict the health index ŷt at t . This is because the third-order 
polynomial function contains two stationary points that can be 
interpreted as dividers of three stages. Time t means the cycle 
of cooling fan bearing data. Second, degradation of the bear-
ing cannot be reversed. It means that the health condition of 
the bearing should follow a monotonic increasing/decreasing 
trend. Those ANN parameters (weights and biases) that pre-
dict the degradation in the extrapolation region (future time) 
not following this trend should be eliminated or penalized. 
This physical knowledge is imposed in the following form of 
a constraint:

where ŷti is the prediction of health index at ti , and 
Δŷti = ŷti − ŷti−1 . The physical constraint term is violated 
whenever the predicted health index ŷti becomes smaller than 
the previous one ̂yti−1 , which represents monotonicity. It should 
be noted that the number of prediction points, Tp , should be 
defined prior to the training process to calculate the physical 
penalty. Finally, the training of PINN can be interpreted as a 
constrained optimization problem as shown in the following 
equation:

This process can be explained visually in Fig.  6. As 
shown in the figure, at 250 cycles, N number of training 
data exist, and they are used to train the NN. During each 
iteration of the training process, the physical constraint, Δŷti 

(2)
∑Tp

i=2
max[0,−Δŷti ] ≤ 0,

(3)
Minimize MSE =

∑N

i=1

(

ŷti − yti

)2

Subject to
∑Tp

i=2
max[0,−Δŷti ] < 0Table 2   Cooling fan bearing specification

Bearing 
type

Inner 
diameter 
(mm)

Outer 
diameter 
(mm)

Width 
(mm)

Dynamic 
load (N)

Maximum 
RPM

NSK 
693ZZ

3 8 4 560 60,000
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( i = 1, 2,…Tp ), is calculated, and those training parameters 
that show decreasing trends will be penalized. For example, 
the blue dotted line shows the prediction from the NN, and 

its prediction has a decreasing trend after 450 cycles, which 
means that current weights and biases will be penalized 
since they violate the physical trend.

To solve the inequality constrained optimization problem, 
the constrained optimization formulation can be approxi-
mated into an unconstrained problem by using a Lagrange 
multiplier method (Kim et al. 2001). As a result, Eq. (3) can 
be converted into the following cost function:

where �1 is the Lagrange multiplier for the physical con-
straint term. Finally, the PINN obtains optimum weights 
and biases for minimizing the error related to training data, 
while satisfying the physical information for the extrapola-
tion region. Figure 7 illustrates the framework of PINN for 
cooling fan bearing prognostics. Since three input nodes are 
used in the input layer, only two hidden nodes were used to 
simplify the network structure.

(4)cos t = MSE + 𝜆1

∑Tp

i=2
max[0,−Δŷti ],

Fig. 5   Experimental apparatus and measurement data of cooling fan bearing: a close-up view of the experimental setup, b environmental cham-
ber, c acceleration signal of the cooling fan, and d RMS trend

Fig. 6   Physical penalty calculation
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4.1.3 � Result of the PINN

To demonstrate the effect of uncertainty reduction of the 
proposed method, this case study compared three different 
NNs-based predictions: (1) ordinary NN, (2) PINN with 
training uncertainty, and (3) PINN without training uncer-
tainty. The main difference between (2) and (3) models is 
training uncertainty. For the PINN with training uncertainty, 
existing data were divided into training and validation sets 
the same as the ordinary NN, and only training data were 
used for model training. The PINN without training uncer-
tainty represents the proposed method that utilizes all the 
existing data for model training. To quantify the uncertainty 
in the training process, 30 NNs with the same structure are 
trained by three approaches.

Figure 8 shows the results from these three different NNs. 
Blue dashed lines in Figs. 8a–c are the predictions from 30 
NNs at 200 cycles. Figure 8a indicates that many outputs 
from the ordinary NN do not follow the physical knowledge 
that the health index should monotonically increase. On the 
contrary, PINN brings the predictions that meet the domain 
knowledge, as shown in Figs. 8b and c. The training uncer-
tainty in Fig. 8a is significantly reduced in Figs. 8b and c. 
It shows that the exploitation of physical constraint terms 
has an effect of shaping the training uncertainty by guid-
ing the NN to satisfy the domain knowledge. In addition, 
uncertainty in Fig. 8c becomes narrower than that of Fig. 8b 
since all existing data are used for model training. In fact, 
the uncertainty in Fig. 8c is almost ignorable. Figures 8d, e, 

and f illustrate the same results when data up to 480 cycles 
were used for training. The NNs with physical constraint 
terms still show better performance in terms of uncertainty 
than the ordinary NN. This result suggests two important 
aspects. First, the current prediction uncertainty only rep-
resents the confidence of the model, which means that the 
predictive interval of the ordinary NNs will be larger when 
the measurement noise is combined. It will hinder NN-based 
decision-making. Second, even if the uncertainty in the ordi-
nary NNs covers the actual degradation behavior, it should 
be considered ‘fake’ uncertainty since it includes unrealistic 
results.

4.2 � Crack growth problem

4.2.1 � Implementation of PINN

To investigate the robustness of the proposed method, 
the crack growth example that is widely used in the field 
of prognostics research is employed. In this approach, 
synthetic data are first generated from the physics model 
with the true model parameters, and then, random noise 
is added to them in order to simulate the actual measure-
ment environment. The information of the physics model 
and parameters are only used for the purpose of generating 
data. To generate the synthetic degradation data, Paris’ law 
(Paris and Erdogan 1960) that describes the crack propaga-
tion is employed as follows:

Fig. 7   Physics-informed neural network structure for cooling fan prognostics
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Fig. 8   Prediction results: a ordinary NN at 200 cycles, b PINN with training uncertainty at 200 cycles, c PINN without training uncertainty at 
200 cycles, d ordinary NN at 480 cycles, e PINN with training uncertainty at 480 cycles, f PINN without training uncertainty at 480 cycles
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where N is the number of cycles, a is the half crack size, zt 
is measured crack size, ΔK is the range of stress intensity 
factor, Δ� is the stress range, and C and m are model param-
eters. In order to simulate the measurement noise, n , random 
noise uniformly distributed between ±umm are introduced 
(u = 1 mm). Figure 9 shows the simulated crack growth data 
when C = 1.5 × 10−10 , m = 3.8 , Δ� = 60MPa , and the initial 
crack size, a0 = 0.01m . Assumptions made for this study can 
be summarized as follows:

•	 There is no run-to-fail data.
•	 Measured crack size data are only available ( zt).
•	 The physical degradation model is unavailable.
•	 Only Low-fidelity physical information is available.

In summary, the goal is to predict future behavior with 
low-fidelity physical information without historical data and 
physical models. It should be noted that the physical model, 
i.e., Paris’ law, is only employed to generate the simulation 
crack growth dataset. Only the training data in the interpo-
lation region and the low-fidelity physical information are 
utilized for NN training. Two pieces of low-fidelity physical 
information are employed: (1) the crack size should not be 
smaller than the previous one (i.e., monotonic increasing 
trend), and (2) the crack size will exponentially increase in 
the future (i.e., non-linear behavior). The prediction range 
where the low-fidelity physical information is embedded is 
shown in Fig. 9. Blue and red dotted lines in Fig. 9 show the 
outputs from the ordinary NN for interpolation and extrap-
olation region, respectively. Although the ordinary NN is 

(5)
da

dN
= C(ΔK)m,ΔK = Δ�

√

�a

(6)zt = at + n,

trained well within the interpolation region, it shows severe 
fluctuating predictions that violate the physical knowledge 
in the extrapolation region. In physics, it is not reasonable 
that the crack size becomes smaller than 0 and decreases 
from the previous step. To prevent the NN from yielding 
physically unreasonable predictions, it is vital to guide the 
NN in the training process to follow two low-fidelity physi-
cal information. For this purpose, the proposed method can 
be defined as a constrained optimization problem, and its 
optimization formulation is given as follows:

where NI is the number of training data, Δŷi = ŷi − ŷi−1 , and 
Δ(Δŷi) = Δŷi − Δŷi−1 . The first constraint term expresses the 
monotonic increase of crack size. This physical constraint 
term is violated whenever the predicted crack size is smaller 
than the one-step before crack size. The constraint related 
to the non-linear increasing trend is encoded as the second 
derivative of crack size. When the slope of crack growth 
shows a negative trend (i.e., a non-linearly decreasing trend), 
the term penalizes the current model parameters. It should 
be noted that the number of prediction points, Tp , should be 
defined prior to the training step to calculate the physical 
constraint. The prediction points can include both the inter-
polation and extrapolation regions. As same in Sect. 4.1.2, 
the optimization formulation can be converted into an 
unconstraint problem as follows:

where �1 and �2 are Lagrange multipliers for two physical 
constraint terms. Finally, the PINN obtains optimum weights 
and biases for minimizing the error related to training data, 
while satisfying the physical information in the extrapola-
tion region.

4.2.2 � Training uncertainty quantification

In this study, the proposed PINN prognostics model is con-
structed based on a feedforward network with five input 
nodes and one hidden layer with three nodes. To minimize 
the complexity of the model, a pure-linear function is used 
as an activation function for the two layers. The network 
is trained to predict a one-step-ahead crack size based on 
the previous five crack sizes, i.e., the five most recent crack 
sizes, zt−4, zt−3,… , zt are used to predict the ẑt+1 when the 
current time step is represented as t. To quantify the training 
uncertainty in the NN, 50 NNs with the same structures are 

(7)

Minimize MSE =
∑NI

i=1

(

ŷi − yi
)2

Subject to
∑Tp

i=2
max[0,−Δŷi] ≤ 0

∑Tp

i=2
max[0,−Δ

(

Δŷi
)

] ≤ 0

,

(8)
cos t = MSE + 𝜆1

∑Tp

i=2
max[0,−Δŷi] + 𝜆2

∑Tp

i=2
max[0,−Δ

(

Δŷi
)

],

Fig. 9   Physical penalty calculation
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trained. Figures 10a and b are the prediction results obtained 
from the ordinary NN (i.e., artificial neural network; ANN) 
and the proposed method (PINN), respectively. Dashed and 
dotted lines indicate the median and 95% confidence inter-
val (C.I.) of predictions out of 50 ANN predictions. The 
prediction result from the ANN contains large uncertainty 
and a highly fluctuating trend that violates the physics in 
the extrapolation region. When the physical knowledge is 
embedded into the NN, prediction uncertainty is dramati-
cally reduced, and the median of prediction becomes closer 
to the ground truth compared to the ANN. This phenom-
enon is notable in RUL prediction as shown in Figs. 10c 

and d. The median of RUL prediction from PINN has nar-
row uncertainty and is close to the ground truth of RUL. 
Although there is a bias between prediction and true RUL, 
the proposed method shows improved performance in terms 
of uncertainty considering the initial assumption that there 
was no historical run-to-fail data.

4.2.3 � Data uncertainty quantification

As mentioned in Sect. 2, it is crucial for the data-driven 
method to have consistent performance for the different 
test datasets. To investigate the robustness of the proposed 
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Fig. 10   Prediction of crack growth: a ordinary neural network, b proposed method, c RUL estimation of the ordinary neural network, and d RUL 
estimation of the proposed method
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method, 10 different noise perturbations drawn from the 
same uniform distribution are added to one crack growth 
trend. In other words, 10 sets of measurements with the 
same noise level are generated. Then, the proposed method 
and the ANN are applied to the individual run-to-fail data-
set to predict the RUL. Per each dataset, 50 network mod-
els are trained for training uncertainty quantification, and 
lower (2.5 percentile), median (50 percentile), and upper 
bound (97.5 percentile) of RUL predictions are stored. 
Finally, it is possible to obtain 10 sets of 95% C.I. and 
the median of the RUL predictions, as shown in Table 3. 
Uncertainty in a row of the table indicates the epistemic 
uncertainty that can be reduced by gathering more data or 
improving model quality. In contrast, the column corre-
sponds to the aleatory uncertainty derived from the data's 

randomness. To represent the effect of data uncertainty 
on the RUL prediction, 95% C.I. and median for 10 sets 
of RULL , RULM , and RULU are calculated. To help the 
understanding of readers, the procedure of data uncer-
tainty quantification is shown in Fig. 11. In the figure, 
each color represents the 95% C.I. and median of RUL 
prediction. The shaded surface is the uncertainty bounds 
for RUL estimation due to data uncertainty at each cycle. 
Figures 12a and b are data uncertainty in RUL predic-
tion obtained from the ANN and the proposed method, 
PINN, respectively. Figure 12a shows that the uncertainty 
in the ANN prediction dramatically increases when the 
data uncertainty is considered. In the real application, the 
overall uncertainty range should be defined as the distance 
from the lower bound of RULL and the upper bound of 
RULU . It means the appropriate decision-making cannot 
be established based on the ANN prognostics model. On 
the other hand, overall uncertainty in RUL prediction of 
the PINN is reduced to a narrower bound, as shown in 
Fig. 12b. Moreover, medians of RULL , RULM , and RULU 
are close to each other, which means that the RUL pre-
diction is more robust against the data uncertainty (i.e., 
measurement noise).

To identify the robustness of the proposed method, 
two different levels of noise ( u = 2mm and 3 mm ) are also 

Table 3   RUL prediction for 10 
different noise perturbations

Dataset Percentile

2.5% 50% 97.5%

Data 1 RULL RULM RULU

Data 2 RULL RULM RULU

⋮ ⋮ ⋮ ⋮

Data 10 RULL RULM RULU

Fig. 11   Data uncertainty quanti-
fication process
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considered for the crack growth problem. Figure 13 shows 
the comparison study between the ANN and the PINN for 
different levels of noise. In general, the RUL prediction 
uncertainty increases as a higher noise level is added to 
the true crack growth behavior. For the ANN models, how-
ever, the uncertainty in RUL prediction does not converge 
even until 6000 cycles, which corresponds to about 85% 
of end of life. In contrast, the uncertainty range of PINN 
was about 2000 cycles at 6000 cycles for both cases. It 
shows that the proposed method is more robust than the 
ANN-based prognostics in the absence of run-to-fail data.

5 � Conclusions and future works

In applying prognostics to the real industry, there are sev-
eral practical challenges related to the lack of a high-fidel-
ity physical model and run-to-fail data. The utilization of 
advantages of both physics-based and data-driven prognos-
tics methods is demanding to address these problems. This 
paper proposed a PINN-based prognostics method that trains 
and guides the NN in the interpolation and extrapolation 

region at the same time. As a result, the model parameters 
of the NN are optimized to minimize the interpolation error, 
while satisfying the physical knowledge in the extrapolation 
region. The results from two case studies show that the pro-
posed method shapes the uncertainty in data-driven predic-
tions and brings more robust predictions than ordinary NN. 
Although the proposed method shows an improved result in 
terms of uncertainty, there are still limitations that should be 
explored in the future. The RUL predictions from the PINN 
are biased from the ground truth since the case studies in 
this paper assumed that there is no available run-to-fail data. 
This also happened from the physics that the degradation 
rate is accelerated toward the end of life. This bias should be 
modeled and considered in prognostics to achieve effective 
decision-making. Future work will be focused on estimating 
the bias and improving the prognostics accuracy in real time. 
Moreover, it would be beneficial to develop the method to 
integrate the physical knowledge with various types of data-
driven prognostics algorithms such as the gaussian process, 
support vector machine, or regression. In future work, vari-
ous types of physics-informed data-driven prognostics will 
be developed, and a comparison study will be conducted.
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Fig. 12   Data uncertainty quantification in RUL prediction: a ordinary neural network, and b the proposed method
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