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I. Introduction

M ISSION capability of a vehicle is ultimately evaluated by
closed-loop performance. Such capability depends on a

synergistic integration of aerodynamics, structures, propulsion, and
control, which results in flight dynamics that are optimal for the
mission. Unfortunately, most systems such as aircraft are tradi-
tionally designed using a sequential series of open-loop optimiza-
tions that cannot account for, or optimize, any synergistic
integrations. A formulation for design that inherently considers
control must therefore be developed to enable optimal closed-loop
performance.

The issue of cost function is actually quite critical to the inclusion
of control synthesis for design optimization. Every discipline has
metrics that are unique to their objectives, so a single cost that
encompasses all these metrics can be challenging to formulate. One
approach that considers vibration control uses norms, both for
vibration level and effort, as a cost in a linear-quadratic framework
[1]. A mixed-norm approach is formulated that considers both H2

andH1 in summation to represent independent metrics of the design
[2]. A positive-real condition across frequency is also introduced as a
cost that has time-domain interpretations for design [3].

Several formulations formulate cost functions and solution
methodologies for designs that include linear matrix inequalities
(LMIs) associated with H1-norm synthesis. One generates a
nonconvex formulation and uses iterations to solve the associated
optimization [4]. Another approximates functions associated with
perturbed state-spacematrices as LMIs to be solved using an iterative
approach [5]. A two-step procedure is used for an optimization
coupled with an LMI solver for the controller [6] as an multi-
disciplinary optimization approach. Another approach considers an
iterative sequential control design and a coupled redesign with each
iteration involving the solution of an LMI [7].

This Note introduces a control-oriented approach for design that
avoids the common difficulties of simultaneous structure-control
design, which is known to be nonconvex [8–11]. The approach
actually considers an existence question that notes if a controller
exists for a given structure that achieves a desired level of
performance. The approach does not design both the structure and
control to optimize a closed-loop norm; rather, it designs a structure
for which a controller exists that optimizes a closed-loop norm.

Formulations using control synthesis to minimize an H1-norm
metric and anH2-norm are derived using their appropriate existence
conditions. As important, a solution methodology is used based on
surrogate modeling to avoid the iterations and expensive compu-
tations associated with techniques doing design with LMI expres-
sions. The surrogate-based optimization is shown to be efficient and
effective and exploring a design space to optimize the closed-loop
metric.

II. Closed-Loop Design Space

Systems are evaluated on their ability to perform missions;
consequently, the design space must include all variables that affect
such ability. The closed-loop operation of such systems suggests a
decomposition of the design space into separate subspaces relating
the plant dynamics and the controller.

A space of design parameters P relates the variables such as
geometry, structure, materials, and other aspects that affect the open-
loop dynamics. The associated plant models are formulated as state-
space systems with a matrix quadruple of

�
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Each of these elements is allowed to be a function of the design
parameters.

The controller in this formulation is restricted tominimizing either
the H1 norm or the H2 norm of the closed-loop system. The
associated controllers are determined by the matrices of the state-
space systems along with a pair of matrices that solve Riccati
equations. As such, the design space relating the controller is simply
positive-definite matrices.

III. Feasibility-Based Optimization

A. H1 Control Synthesis

The metric for design can be cast as anH1-norm condition on the
transfer function from disturbances to errors for a closed-loop
system. As such, the design seeks to find the optimal values for both
the open-loop dynamics and a controller to minimize theH1-norm
of �, as formulated in Eq. (1):

min
�2P
�

X � X� > 0

Y � Y� > 0

subject to

0� XA��� � A����X � X
�
1

�2
B1���B1����
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0� A���Y � YA���� � Y
�
1

�2
C1����C1��� � C2����C2���

�
Y

� B1���B1����

�2 > ��XY� (1)

B. H2 Control Synthesis

A metric can also be expressed as the H2-norm condition on the
closed-loop system. Such a gain again reflects the performance as
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size of errors given disturbances, so a decrease in norm indicates an
increase in performance. The resulting optimization is formulated in
Eq. (2) as minimizing the norm � while searching over the open-loop
variables � and the solutions X and Y associated with the existence
conditions for a controller. Note that a pair of variables is introduced
as R1 �D�12D12 and R2 �D21D21:

min
�2P
�

X� X� > 0

Y � Y� > 0

subject to

0� X�A��� � B2���R1����1D12���C1���� � �A���
� B2���R1����1D12����C1�����X
� XB2���R1����1B2���X � C1�����I �D12R

�1
1 D

�
12C

�
1 �C1���

0� Y�A��� � B1���D21����R2����1C2����� � �A���
� B1���D21����R2����1C2����Y � YC2���R2����1C2���Y
� B1����I �D�21R�12 D21�B1���� (2)

IV. Surrogate-Based Design Optimization

Surrogate models, also known as metamodels, are developed as
approximations of parametrizedmodels across a design space. These
models provide information that is suitable for design optimization,
but they incur a computational expense that is dramatically less than
would be required to evaluate the high-fidelity model [12–14].
Severalmethods for generating these surrogatemodels are developed
including kriging, support vector regression (SVR), radial basis
neutral network (RBNN), and polynomial response surface .‡

The approach of kriging has particular interest for surrogate
modeling. All approaches have value with respect to accuracy; how-
ever, only a limited few such as kriging provide statistics associated
with anticipated accuracy. In this case, kriging provides the
prediction of the cost, �̂��� and the associated prediction variance,
�2���, at every point in the design space. A difference parameter is
computed that relates the cost of the current best configuration, �best,
and the predicted cost at every point in the design space, which is
given as u in Eq. (3):

u��� � ��best � �̂����=���� (3)

An algorithm known as efficient global optimization (EGO) is
developed to use the statistics associated with kriging for exploring a
design space using multiple types of surrogate models [15–18]. The
fundamental concept is to increase the initial number of expensive-
to-compute configurations by adding a select few at ideal locations
that will improve the overall accuracy of the easy-to-compute
surrogate model. These locations are found using a function of
expected improvement, E�I����, that estimates how much the
surrogate could be improved by adding a design at the configuration
of�. Such a function is given in Eq. (4) using the� as the cumulative
density function and � as the probability density function for a
normal distribution:

E�I���� � �����u��u� � ����� (4)

V. Example

A. Objective

A control-oriented design is optimized for a hypersonic vehicle to
minimize aerothermoelastic effects. Such effects are initially caused
by coupling between the propulsion dynamics of the engine and the
structural dynamics of the fuselage. The challenge is compounded by

the introduction of thermal gradients that result from the tremendous
heating across the fuselage throughout flight. As such, vibration
attenuation becomes a critical aspect of mission performance.

A baseline vehicle is adopted from an extensive program by the
U.S. Air Force for a reduced-order model [19–26]. This model
includes five states for the rigid-body flight dynamics and an
additional six states associated with three flexible-body structural
dynamics. The model is particularly attractive in that it contains a
rigorous derivation of the aerothermoelastic coupling that explicitly
highlights the effects of vibrations on mission performance [27].

B. Design Space

The design space for the open-loop dynamics consists of a two-
dimensional set P related to effective temperatures �Tnose; Ttail� of the
fuselage structure at the nose and tail. The design is actually choosing
the amount of thermal protection system on the structure; however,
the effective temperatures are a direct result of that thermal protection
system and thus represent the design parameters. The set of effective
temperatures in the design space are limited to configurations with
monotonic decrease from the nose to the tail, as shown in Fig. 1.

The temperatures are noted as effective because the surface
temperatures of the vehicle will be exceedingly high, but the
temperature of the fuselage structure will be noticeably cooler
[28,29]. In this case, a reduced-order model of the fuselage is
generated as a titanium beam, so the range of effective temperatures
used in Fig. 1 is thus limited by material properties of titanium. The
effective temperatures in the design space are actually introduced to
the structural dynamics through variations in Young’s modulus.

The open-loop dynamics are parametrized as function of these
effective temperatures. Elements of the linearized state-spacemodels
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Fig. 1 Thermal profiles comprising the design space.

Fig. 2 Open-loop stability coefficient representing the influence of the

velocity on the velocity of the first bending mode as a function of design

space.

‡Data available online at http://sites.google.com/site/felipeacviana/
[retrieved 5 September 2011].
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indicate the nonlinear dependency on the design space. A set of
variables that are representative of this dependency is noted in Fig. 2
for the influence of airspeed on the bending-modevelocity used in the
state matrix and in Fig. 3 for the influence of elevator on the bending-
mode velocity used in the control-effectiveness matrix. Such
dependencies arise with the data in Fig. 2 as the row-7 and column-1
element of the state matrix that indicates how the first state, airspeed,
affects the derivative of the seventh state, bending-mode velocity.
Similarly, the data in Fig. 3 are the row-7 and column-1 element of
the input matrix that indicates how the first input, elevator, affects
the derivative of the seventh state. These values indicate that the
aeroservoelastic coupling shown in Fig. 2 is large, as is the control
effectiveness shown in Fig. 3 for configurations with high

temperatures at both nose and tail. Such dependency makes design
challenging, since an ideal configuration should have small coupling
but large effectiveness.

C. Performance Objective

Amodel-matching approach is chosen to specify a desired level of
vibration attenuation. As such, a target model represents dynamics
with appropriate damping on the structural mode. The transfer
functions are shown in Fig. 4 for the nominal open-loop dynamics
and the target dynamics. Note that the peak near 0:04 rad=s is
associated with a rigid-body flight mode, whereas the peak near
22 rad=s is associated with the structural mode that should be
attenuated.

D. Control-Oriented Design

1. Global Search

The technique of global search is used to find the optimal design.
In this case, a controller is computed for each of the potential profiles
in Fig. 1. Thus, a total of 105 controllers were computed to generate
the associated closed-loop norm associated with vibration atten-
uation, as shown in Fig. 5 forH1-norm performance andH2-norm
performance.

The variations across the design space in Fig. 5 show some
interesting differences between the two norms. Certainly, both have a
general nonlinear relationship that peaks at a configuration asso-
ciated with the hottest temperatures for nose and tail; however, other
important trends are dissimilar. The magnitude of variation is quite
disparate in that the useH1 as the norm shows only a 2.2% variation
across the design space, whereas the use ofH2 as the norm shows a
large 29.1% variation. Also, the closed-loop norms associated with
the largest thermal gradients are roughly decreasing in terms ofH1
as the gradient gets larger, but vary sporadically in terms ofH2.

The resulting configurations that are optimal are �� �900; 100�
with respect to the closed-loop H1 norm and �� �600; 100� with
respect to the closed-loopH2 norm. The associated norms are 0.22 as
measured by H1 and 0.69 as measured by H2. The values of these
norms being less than one guarantees that the performance objectives
are achieved for these designs.

2. Surrogate-Based Design Optimization

The use of surrogate models is evaluated to optimize the design
with low computational cost. In this case, a random set of 15 config-
urations is chosen from the 105 possibilities in Fig. 1. Surrogate
models are computed using kriging along with RBNN and SVRwith
various types of radial basis functions (RBFs), as given in Table 1.

The EGO approach uses minimal computations to optimize the
designs to be the same configurations as are found by the compu-
tationally expensive global search (see footnote ‡). The implemen-
tation always chooses a surrogate from kriging along with the
surrogate from Table 1 that generates the lowest estimate of

Fig. 3 Open-loop control coefficient representing the influence of the

elevator deflection on the velocity of the first bending mode as a function

of design space.
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Fig. 4 Transfer function from elevator deflection to pitch rate for the

nominal (solid line) and target model (dash-dotted line).

Fig. 5 Closed-loop norm for H1 (left) andH2 (right) across the design space.
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cross-validations errors, which estimates accuracy of the surrogate,
known as the PRESSRMS value [15]. The design is initiated with
three different sets of 15 randomly chosen configurations whose
optimal closed-loop norm is given in Table 2 forH1 and in Table 3
for H2. The tables also list the second surrogate that had the lowest
PRESSRMS value and the final configuration of the optimal design.

VI. Conclusions

Simultaneous design of an open-loop plant and controller is
exceedingly challenging. A control-oriented design is introduced
that does not actually compute both the plant and controller; rather,
the plant is determined for which a controller exists that minimizes a
closed-loop norm. The concept uses existence conditions for the
controller that can be parametrized around a design space. The actual
optimization results from efficient exploration of that design space
using surrogate modeling. A representative model of a hypersonic
vehicle is used to demonstrate this approach can indeed generate an
optimal design.
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